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Abstract

In this paper, we propose a priority-based balanced rout-
ing scheme, called the priority STAR routing scheme, which
leads to optimal throughput and average delay at the same
time for random broadcasting and routing. In particular, the
average reception delay for random broadcasting required
in n1

� n2
� � � � � nd tori with ni � O

�
1 � , n-ary d-cubes with

n � O
�
1 � , or d-dimensional hypercubes is O

�
d � 1

1 � ρ � . We
also study the case where multiple communication tasks for
random 1-1 routing and/or random broadcasting are exe-
cuted at the same time. When a constant fraction of the traf-
fic is contributed by broadcast requests, the average delay
for random 1-1 routing required in any d-dimensional hy-
percube, any n-ary d-cube with n � O

�
1 � , and most n1

�
n2

� � � � � nd tori with ni � O
�
1 � are O

�
d � based on priority

STAR. Our simulation results show that the priority-based
balanced routing scheme considerably outperform the best
previous routing schemes for these networks.

1. Introduction

Meshes, tori, k-ary n-cubes, and hypercubes are among
the most popular network topologies for parallel comput-
ers, and numerous algorithms and properties have been pro-
posed and investigated for them [2, 4, 10, 11, 13, 18]. In par-
ticular, unicast (node-to-node) routing and broadcasting are
the most important communication problems, where a uni-
cast routing task sends a packet from a source node to a cer-
tain destination and a broadcasting task [5, 7, 14, 15] copies
a packet from a source node to all the other nodes in a net-
work. In a static communication environment, a single com-
munication task, such as a broadcast, multinode broadcast
(MNB) [4], or total exchange (TE) [4, 8], is performed once
and for all. All the nodes know which task they execute and
are synchronized to start at the same time. The main objec-
tive for a static communication algorithm is to complete the
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corresponding communication task as soon as possible.

Except for static communication tasks, where conditions
are relatively favorable in terms of algorithm development,
one can envision situations where communication requests
are not deterministic, but are generated at random instants.
We call such an environment dynamic. The execution of
asynchronous computation algorithms is one such situation,
but it is reasonable to expect that in many systems a dy-
namic, largely unpredictable communication environment
may be the rule and not the exception. Multitasking, time-
sharing, run-time generation of communication requests,
and difficulty in identifying the communication tasks at
compilation time are some other reasons that make the use of
precomputed static communication algorithms (schedules)
difficult, and motivate us to find dynamic routing schemes
that will run continuously and execute the communication
requests on-line. The main objectives for dynamic routing
schemes include high maximum throughput and low aver-
age delay. Dynamic unicast, also called random 1-1 routing,
which may be generated by writing to a (nonlocal) memory
location in some applications, has been intensively studied
in the literature for both parallel computers and general com-
puter networks [3, 4, 13].

Direct application of a static algorithm to its dynamic ver-
sion may lead to low maximum throughput and large de-
lay. For example, as pointed out by Stamoulis and Tsitsik-
lis [12], broadcasting based on dimension ordering, which is
commonly used for static broadcasting in hypercubes, leads
to a maximum throughput factor of 2 � d (see Section 2 for
its definition), which is close to 0 when the dimension d is
moderate or large. Investigation of the random broadcast-
ing problem was initiated by Stamoulis and Tsitsiklis in [12]
for hypercubes, and then considered in [11] for 2-D meshes,
and in [16, 17] for hypercubes, d-D meshes, folded-cubes,
Manhattan street networks and arbitrary network topologies.
In particular, Stamoulis and Tsitsiklis [12] proposed a di-
rect scheme based on d completely unbalanced spanning
trees and an indirect scheme based on d edge-disjoint span-
ning trees for random broadcasting in d-dimensional hyper-
cubes. The direct scheme in [12] is stable when the through-
put factor ρ � 1 and requires O

� d
1 � ρ � average broadcast de-

lay and reception delay (see Section 2 for their definitions),
while the indirect scheme is stable only when ρ � 2

3 and re-
quires O

� d
2 � 3ρ � average broadcast delay and reception delay.

Varvarigos and Bertsekas [16] also formulated and proved
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the dynamic broadcasting theorem for random broadcasting
based on partial multinode broadcast (PMNB). The dynamic
broadcasting algorithm for d-dimensional hypercubes pro-
posed in [16] is stable when ρ � 1 � O

�
λBd � and requires

O
� d

1 � ρ � average broadcast delay and reception delay. Var-
varigos and Banerjee [17] also proposed a direct broadcast-
ing scheme and an indirect broadcasting scheme for random
broadcasting in arbitrary network topologies. An oblivious
routing scheme is a routing scheme where each packet de-
cides (upon its generation) which paths to follow, indepen-
dently of all other packets in the network. In [12], Stamoulis
and Tsitsiklis showed that the lower bounds on the aver-
age broadcast delay and average reception delay required
by any oblivious routing scheme for random broadcasting
in a d-dimensional hypercube are Ω

�
d � 1

1 � ρ � . Although
some of these previously proposed algorithms achieve max-
imum throughput factor close to 1, none of them can achieve
asymptotically optimal delay when the throughput factor is
large (i.e., they are usually suboptimal by a factor of Θ

�
d � ).

In this paper, we propose the priority STAR routing
scheme for random routing and random broadcasting in tori
and n-ary d-cubes. We show that random broadcasting can
be executed in n-ary d-cubes and n1

� n2
� � � � � nd tori (i.e.,

meshes with wraparound) with optimal O
�
d � 1

1 � ρ � average
reception delay when n � ni 	 O

�
1 � for all i. Note that gen-

eral tori are important in that they are incrementally scalable,
which is of practical importance; most previous algorithms,
however, only consider tori with ni 	 n j for all i and j, and
the maximum throughput factor ρ decreases when ni 
	 n j.
Also, packets with variable lengths can be broadcast effi-
ciently using our routing scheme, which is not the case for
several previous routing schemes for random broadcasting.
We conduct computer simulations for our proposed scheme
and show that priority STAR considerably outperform the
best previous routing schemes for tori.

In a dynamic communication environment, it is com-
mon that different types of communication requests, such
as unicast, broadcast, multicast, and their multinode ver-
sions, are present simultaneously. In previous papers [11,
13, 16, 17] proposing and analyzing dynamic communica-
tion algorithms, the authors usually assumed that either uni-
cast or broadcast is the only source of traffic. This is, how-
ever, not realistic for the workload of many applications.
In this paper, we investigate on heterogeneous communi-
cations by looking at n-ary d-cubes and general tori where
both unicast and broadcast requests are generated dynam-
ically. It can be seen that the traffic generated by random
unicast routing in general tori (where ni 
	 n j for some i � j)
is not balanced so that the maximum throughput achieved
by a routing scheme that deals with random 1-1 routing and
random broadcasting separately, as was done previously in
the literature and in practice, is not high. For example, in an
n1

� n2
� � � � � nd tori with n1 	 n2 	 � � � 	 nd � 1 	 nd � 2,

previous methods can only achieve a maximum throughput
factor of about 0.67 when 50% of the traffic is generated by
unicast and the other 50% is generated by broadcast. In this
paper, we show that by using routing schemes that are adap-
tive to the load created by random broadcasting and random

1-1 routing tasks, network traffic can be exactly balanced
over all network links for most situations, leading to max-
imum throughput factor close to 1 and smaller average de-
lay. By using an appropriate priority discipline, the average
delay can be made asymptotically optimal for both random
1-1 routing and random broadcasting. In particular, when
a constant fraction of the traffic is generated by broadcast
requests, the average delay for random 1-1 routing is only
O

�
d � and the average reception delay for random broadcast-

ing is only O
�
d � 1

1 � ρ � in any n-ary d-cubes with n 	 O
�
1 �

and most general tori with ni 	 O
�
1 � , in contrast to O

� d
1 � ρ �

for both random routing and random broadcasting using pre-
vious routing schemes.

In Section 2, we present the definitions of throughput fac-
tor, average broadcast delay, and average reception delay,
which are the main performance metrics we will use. In Sec-
tion 3, we present algorithms for performing random broad-
casting in tori, illustrate the central idea of the priority STAR
broadcast scheme, and provide simulation results for the av-
erage broadcast delays and the average reception delays in
tori. In Section 4, we propose the priority STAR routing
scheme for random routing and random broadcasting in tori.
In Section 5, we conclude the paper.

2. Definitions and Preliminary Results

We define the throughput factor (also called load factor)
as the average utilization of all network links when all the
communication tasks are executed using a minimum num-
ber of transmissions. More precisely, let λi be the arrival rate
of communication task type i at a network node and Ti be the
minimum number of transmissions required to execute the
task, then the throughput factor is given by

ρ de f	
t

∑
i � 1

λiTiN
L

�

assuming that all the communication requests are served,
where N is the network size, L is the total number of links
in the network, and t is the total number of communication
types. For example,

ρ 	
t

∑
i � 1

λiTi

d

for d-dimensional hypercubes and

ρ 	
t

∑
i � 1

λiTi

2d � 2d � n

for d-D n � n � � � � � n meshes without wraparound. Note
that if the average utilization of a network is a, and the com-
munication algorithms used require a number of transmis-
sions that is a factor of b more than the minimum possi-
ble, then the throughput factor of the network is a � b, rather
than a. One of the most important objectives when design-
ing dynamic routing schemes is to maximize the maximum
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throughput factor so that it is as close to 1 as possible. Note
that a throughput factor is always upper bounded by 1, while
if a routing scheme is not efficient, the maximum through-
put achieved by that scheme may be considerably smaller
than 1. For example, when dimension ordering is used,
the maximum throughput factor achieved for random broad-
casting is only 2 � d � 1 [12]. If the arrival rates of com-
munication tasks lead to a throughput factor larger than the
maximum throughput achievable by the routing scheme in
use, the queue lengths of some/all network links will grow
unbounded when queues of infinite length are assumed, or
grow with time until they overflow when queues of finite
length are assumed, so that the average delays are very large
or approach ∞ and retransmissions may be required, further
worsening the traffic conditions.

When random routing and random broadcasting are the
only types of communication tasks present in an N-node net-
work, the throughput factor is given by

ρ de f� λB
N � 1
dave

� λR
Dave

dave
�

where λB (or λR) is the rate at which the source packets
to be broadcast (or unicast routed, respectively) are gener-
ated, Dave is the average (shortest-path) distance of the net-
work for unicast routing traffic, and dave is the average num-
ber of links per node. More precisely, an N-node network
will generate λRN unicast routing requests and λBN broad-
cast tasks per unit of time, which require at least λRNDave �
λBN

�
N � 1 � packet transmissions per unit of time on the av-

erage, where the time unit is taken to be the average trans-
mission time of a packet over a link. Since there are Ndave
directed links in the network, the utilization of the most con-
gested network links is at least equal to the throughput fac-
tor ρ. Therefore, a necessary condition for the stability of
random broadcasting and routing in any network is that the
throughput factor ρ � 1. Note that the maximum utilization
of all network links is equal to ρ if and only if packets in
all unicast tasks are routed through shortest paths, copies of
the same source packet of a broadcast task are received ex-
actly once by each node, and the packet transmissions are
uniformly distributed over all network links. For example,
the throughput factor of a d-dimensional hypercube is given
by

ρ � λB
2d � 1

d
� λR

	
1
2

� 1
2

�
2d � 1 � 
 �

assuming that the unicast destinations are uniformly dis-
tributed over all network nodes. When random broadcast-
ing is the only type of communication tasks taking place, the
throughput factor of an n � n mesh is given by

ρ � λB
n2 � 1

4 � 4 � n �
When all network nodes have to receive all the broadcast
packets, the maximum throughput factor ρ achievable by
any routing scheme in meshes is only 0.5, since some nodes
only have two incident links.

The average broadcast delay for random broadcasting is
defined as the average time that elapses between the genera-
tion of a source packet at a node and the time its broadcast to
all the other nodes is completed; the average reception de-
lay is defined as the average time that elapses between the
generation of a source packet at a node and the time a par-
ticular node receives a copy of the packet, averaged over all
nodes. The lower bounds on the average broadcast delay
and average reception delay required by any oblivious ran-
dom broadcasting algorithm for a d-dimensional hypercube
are Ω

�
d � 1

1  ρ � when the packets to be broadcast are gener-
ated according to a Poisson process [12]. The proof given in
[12] for hypercubes can be easily extended to tori and n-ary
d-cubes to show that a lower bound on the average broadcast
delay and average reception delay required by any oblivi-
ous random broadcasting algorithm for an n1

� n2
� � � � � nd

torus is Ω
�
d � 1

1  ρ � when ni � O
�
1 � for all i. Similarly,

we can extend the proof given in [12] to show that when
random 1-1 routing is the only traffic source, the average
delay required in n1

� n2
� � � � � nd tori and d-dimensional

hypercubes is lower bounded by the network diameter plus
the queueing delay at destinations when store-and-forward
packet-switching is used, which is Ω

�
d � 1

1  ρ � when ni �
O

�
1 � for all i. When traffic generated by random 1-1 rout-

ing and random broadcasting are present at the same time,
the average delay experienced by unicast packets in a n1

�
n2

� � � � � nd torus and a d-dimensional hypercube is Ω
�
d � .

In the following sections, we will present an optimal
routing scheme which achieves maximum throughput fac-
tor close to 1 and optimal average delay for both random
1-1 routing and random broadcasting. The techniques pro-
posed in this paper can also be applied to other communica-
tion problems in various network topologies.

3. Priority-based Broadcast in Tori

In this section, we present an oblivious routing scheme
for performing random broadcasting in tori, illustrate the
central idea of the scheme, and then analyze its performance.

3.1. STAR Broadcast for Tori

For a given ending dimension l, an SDC broadcast al-
gorithm for a d-dimensional n1

� n2
� � � � � nd torus under

the single-dimension communication (SDC) model [18, 19],
where the nodes are allowed to use only links of the same
dimension at any given time, can be presented as follows:� In Phase 1, the source node sends the packet to be

broadcast along dimension l � 1 via virtual channel 1
if l � 1 � d, or along dimension 1 via virtual channel 2
otherwise.� In each Phase t, t � 2 � 3 � � � � d, each node that has a
packet forwards the packet along dimension l � t via
virtual channel 1 if l � t � d, or along dimension l �
t � d via virtual channel 2 otherwise.
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Figure 1. Random broadcasting in a 5 � 5 torus based on
the priority STAR broadcast scheme.

The preceding SDC broadcast algorithm is idling, in the
sense that a link may remain idle even when there is a packet
available at its origin end that wants to send it. We can easily
modify this algorithm to obtain a nonidling SDC broadcast
algorithm for random broadcasting under the all-port com-
munication model. More precisely, in the nonidling SDC
broadcast algorithm, all the packets are sent along exactly
the same path as in the preceding simple broadcast algo-
rithm, but a node forwards all its packets as soon as the as-
sociated links are available. For example, the source node
will send the packet to all its 2d neighbors at time 1 if all its
outgoing links are available. Note that there may be other
broadcast or 1-1 routing tasks in the network, so some links
may be busy. When an associated link is not available, the
packet is stored in the associated output queue and waits for
service. It can be easily verified that dependency cycles will
be formed when there are at least two virtual channels, so the
proposed broadcasting scheme is deadlock-free.

The central idea of the STAR broadcast scheme that we
propose is to first balance the traffic over all network nodes
and links by using an appropriate probability to select each
dimension to be the ending dimension, so that throughput
is maximized, and then assign an appropriate priority class
to each packet so that delay is minimized. Observe that a
broadcast task using the preceding nonidling SDC broadcast
algorithm generates al � 1 � l � nl � 1 � 1 packet transmissions
over dimension-

�
l � 1 � links, al � 2 � l � �

nl � 2 � 1 � nl � 1 packet
transmissions over dimension-

�
l � 2 � links, and ai � l packet

transmissions over dimension-i links for all i � l � 3 � l �
4 � 	 	 	 � d � 1 � 2 � 	 	 	 � l, where

ai � l � 
��� ��
�
ni � 1 � ∏i � 1

j � l � 1 n j � �
ni � 1 � ni � 1ni � 2

� � � nl � 1

if i � l ��
ni � 1 � ∏n

j � l � 1 n j ∏ j � 1
j � 1 n j � �

ni � 1 � ni � 1ni � 2
� � �

n1ndnd � 1
� � � nl � 1 if i � l 	 (1)

To balance the traffic, a node needs to select dimension l � i
as the ending dimension with certain probability xi for all i �
1 � 2 � 	 	 	 � d. When there is no traffic other than random broad-
casting tasks, the probability vector

�
x1 � x2 � 	 	 	 � xd � can be ob-

tained by solving the following system of d linear equations
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Figure 2. Average reception delays (from simulations) of
the priority STAR broadcast scheme and a FCFS generaliza-
tion of the direct scheme in [12] for random broadcasting in
an 8 � 8 torus with various throughput factors.

in d unknowns

d

∑
j � 1

ai � jx j � ai � 1x1 � ai � 2x2 � � � � � ai � dxd � N � 1
d

(2)

for i � 1 � 2 � 	 	 	 � d, where N � ∏d
i � 1 ni is the size of the torus.

Note that it is guaranteed that the solution to the preceding
system of equations satisfies

d

∑
i � 1

xi � x1 � x2 � � � � � xd � 1

since we generate

d

∑
i � 1

ai � j � a1 � j � a2 � j � � � � � ad � j � N � 1 (3)

packets totally for a single broadcast task for any j �
1 � 2 � 	 	 	 � d. (∑d

i � 1 xi � 1 can be shown by adding all the equa-
tions in Eq. (2) together, and then plug Eq. (3) into the re-
sultant equation.) Clearly, if ni � n for all i � 1 � 2 � 	 	 	 � d (that
is, the torus is an n-ary d-cube), we have x j � 1 � d for all
j � 1 � 2 � 	 	 	 � d since the network is symmetric. A source node
that has a packet to broadcast randomly selects dimension
l � i with probability xi as the ending dimension and then use
the nonidling SDC broadcast algorithm. If the probabilities
xi’s are chosen as the solution to the system Eq. (2), then the
expected number of packets to be transmitted on each net-
work link will be the same for all links.

The preceding broadcast scheme for the all-port commu-
nication model essentially finds an SDC broadcast algorithm
under the SDC model and then rotates the dimensions used
by l � i dimensions with probability xi in order for all broad-
cast tasks to collectively utilize all dimensions uniformly.
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Figure 3. Average reception delays (from simulations) of
the priority STAR broadcast scheme and a FCFS generaliza-
tion of the direct scheme in [12] for random broadcasting in
a 16 � 16 torus with various throughput factors.

The resultant broadcast scheme is thus called the Single-To-
All Rotation (STAR) broadcast scheme. The STAR broad-
cast scheme can be easily generalized to any product net-
works to achieve high throughput or maximum throughput
(when the traffic can be perfectly balanced over all network
links).

3.2. Priority STAR Broadcast for Tori

STAR broadcast can achieve the maximum achievable
throughput (i.e., throughput factor ρ � 1), but the recep-
tion and broadcast delays are not optimal. To reduce the de-
lay for broadcasting, we propose to incorporate priority into
the STAR broadcast scheme by assigning low priority to the
packets that will be forwarded over links of ending dimen-
sion l and assigning high priority to the remaining packets.
Figure 1 illustrates an example for random broadcasting in a
5-ary 2-cube based on the priority STAR broadcast scheme.

To intuitively illustrate the central idea of our priority
STAR broadcast scheme, we first analyze the average recep-
tion delay in a torus with ni � n for all i (i.e., an n-ary d-
cube). For simplicity of analysis, we assume that all packets
have equal length and require one unit of time for transmis-
sion over links in this subsection. Note that the proposed pri-
ority STAR broadcast scheme can be applied, without modi-
fications, to general cases where packets may have different
lengths. We let ρH be the arrival rate of high-priority pack-
ets at a node and ρL be the arrival rate of low-priority pack-
ets. (Since the transmission time of a packet is 1, ρH and ρL
are also the load factors for high-priority packets and low-
priority packets, respectively.) We also let VH and V be the
variances of the number of high-priority packets that arrive
or are generated at a node during a time slot and that of any
packets (i.e., including both low-priority and high-priority
packets), respectively. Due to the symmetry of an n-ary d-
cube, we can see that the values of ρH � ρL � VH , and V are the
same at every network node. Also, similar to the analysis
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Figure 4. Average reception delays (from simulations) of
the priority STAR broadcast scheme and a FCFS general-
ization of the direct scheme in [12] for random broadcast-
ing in a 8 � 8 � 8 torus with various throughput factors. As
compared to Figs. 2 and 3, it can be seen that When the di-
mension is higher, the superiority of priority STAR is more
pronounced.

given in the following subsection, we can show that VH �
O

�
ρH � and V � O

�
ρ � . Since there are N � n 	 1 high-priority

packets and
�
1 	 1 � n � N low-priority packets generated by a

broadcast task, we have ρH 
 1 � n and ρ � ρH � ρL 
 1 when
the system is stable. Therefore, each of the queues for high-
priority packets is a G/D/1 queue [3, 9, 12] with very small
arrival rate, and the average waiting time for a high-priority
packet is equal to

WH � VH

2ρH
�
1 	 ρH � 	 1

2 � O

�
ρH

1 	 ρH  � O
�
1 � n � � o

�
1 � �

According to the conservation law [9], the average wait-
ing time in a queue will not be affected by assigning different
priority classes to packets when the arrival process remains
the same and the assignment of priority classes is indepen-
dent of the service time of the packets. (This is true since the
service time is a constant in this analysis example.) There-
fore, the average waiting time for packets (including both
low-priority and high-priority packets) in our priority STAR
broadcast scheme is given by that of a G/D/1 queue with ar-
rival rate ρ and variance V and is equal to

W � V
2ρ

�
1 	 ρ � 	 1

2 � O

�
ρ

1 	 ρ  �
Also, we have

W � N 	 N � n
N 	 1

WL � N � n 	 1
N 	 1

WH �
Thus, the average waiting time for low-priority packets is

WL � W � O

�
ρ

1 	 ρ  �
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Figure 5. Average broadcast delays (from simulations) of
the priority STAR broadcast scheme and a FCFS generaliza-
tion of the direct scheme in [12] for random broadcasting in
an 8 � 8 torus with various throughput factors.

In the preceding random broadcasting algorithm,
a packet is forwarded as a high-priority packet for at most�
n � 2 � �

d � 1 � steps and is forwarded as a low-priority packet
for at most

�
n � 2 � steps before it is received by a node. More-

over, since only 1 � n � 1 � N out of the total traffic is high-
priority traffic, the average waiting time for a high-priority
packet is very small [O

�
1 � n � � o

�
1 � ]. Since the average

waiting time for a low-priority packet is O
� 1

1 	 ρ � , the aver-
age reception delay is given by

O



nd � n

1 � ρ � 
When the number n of nodes along each dimension of the
k-ary n-cube is a constant, the average reception delay is
O

�
d � 1

1 	 ρ � and is asymptotically optimal, as can be seen

by comparing with the lower bound Ω
�
d � 1

1 	 ρ � shown in
[12] for any oblivious algorithm. As a comparison, by gen-
eralizing the broadcast scheme proposed in [12] for random
broadcasting in n-ary d-cubes or torus, the average reception
delay is O

� dn
1 	 ρ � and is suboptimal by a factor of Θ

�
d � even

when n � O
�
1 � . Intuitively, the improvements obtained by

our scheme are due to the fact that a broadcast packet tra-
verses most of its path (except for the last few transmissions
on the broadcast tree) as a high priority packet with small
queueing delay, and only a small part of its path as a low pri-
ority packet with high queueing delay. For this to happen,
it is also important that high-priority transmissions form a
small (or constant) fraction of the total number of transmis-
sions, since there are fewer transmissions on the part of the
tree closer to the root than on the part of the tree closer to the
leaves. Our priority STAR broadcast scheme also improves
on the average reception delay of the random broadcasting
algorithm for arbitrary network topology proposed in [17]
by a factor of Θ

�
d � when the throughput factor is large. The

analysis given in this section can be easily generalized to tori
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Figure 6. Average broadcast delays (from simulations) of
the priority STAR broadcast scheme and a FCFS generaliza-
tion of the direct scheme in [12] for random broadcasting in
a 16 � 16 torus with various throughput factors.

with an arbitrary number of nodes along each dimension.
Since hypercubes are a special case of tori, the algorithms
proposed in this section can also be applied to hypercubes
[21].

In Figs. 2-7, we conduct computer simulations to evalu-
ate the performance of the priority STAR broadcast scheme
and compare it with the generalization of the broadcast
scheme proposed in [12] based on first-come first-serve
(FCFS). It can be seen that by simply incorporating prior-
ity into broadcasting, the reception and broadcast delays can
both be reduced considerably, especially when the through-
put is high. Also, the superiority of the proposed STAR
broadcast scheme is more pronounced when the dimension
of the torus is higher, as predicted in our analysis and com-
parisons. Another implication of our results is that if we
limit the average reception delay and/or the average broad-
cast delay for an application to be below certain thresholds,
then a priority-based broadcast scheme like priority STAR
can achieve a higher throughput.

4. Heterogeneous Communications in Tori

In a dynamic communication environment, it is common
that different types of communication requests, such as uni-
cast, broadcast, multicast, scatter, gather, accumulation, and
their partial or full multinode versions, are present simulta-
neously. All previous work investigating dynamic commu-
nication problems [11, 13, 16, 17], however, assumes that
either unicast or broadcast is the only source of traffic. In
this section, we investigate on heterogeneous communica-
tions in n-ary d-cubes and general tori where both random
routing and random broadcasting traffic are present simulta-
neously (see Fig. 8).

To perform unicast routing in a torus, we send the packet
along the shortest path between the source and destination
nodes. Let λB and λR be the arrival rates of source packets
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Figure 7. Average broadcast delays (from simulations) of
the priority STAR broadcast scheme and a FCFS general-
ization of the direct scheme in [12] for random broadcast-
ing in an 8 � 8 � 8 torus with various throughput factors. As
compared to Figs. 5 and 6, it can be seen that When the di-
mension is higher, the superiority of priority STAR is more
pronounced.

at a node for random broadcasting and random 1-1 routing,
respectively. Since the average distance of an ni-node ring
is

�
ni � 4 � , random 1-1 routing generates λR

�
ni � 4 � transmis-

sions per unit of time on the average on dimension-i links
for all i � 1 � 2 � � � � � d. Note that the traffic is not balanced
since the average utilization of a dimension-i link is approx-
imately proportional to the length of the dimension i, and
the maximum utilization among all dimension-i links is at
least equal to this average no matter what routing algorithm
is used. However, if a parallel system is executing random
broadcasting tasks simultaneously, then we can balance the
traffic over all network nodes and links using the STAR or
REDO [20] broadcast algorithm and changing the probabil-
ity with which each broadcast tree is used.

To balance the traffic when using the STAR broadcast al-
gorithm, a node needs to select the ending dimension as l � i
with an appropriate probability xi, i � 1 � 2 � � � � � d. The prob-
ability vector

�
x1 � x2 � � � � � xd 	 can be obtained by solving the

following system of d linear equations in d unknowns

d

∑
j 
 1

ai � jλBx j � λR  ni

4 � � λB
N � 1

d
� λR

∑d
i 
 1

�
ni � 4 �

d
� (4)

where, ai � l are given by Eq. (1). (The solution to the system
of equations Eq. (4) is guaranteed to satisfy ∑d

i 
 1 xi � 1 � ) If
ni � n for all i � 1 � 2 � � � � � d (that is, the torus is an n-ary d-
cube), we have x j � 1 � d, j � 1 � 2 � � � � � d. In order to broadcast
a packet, its source randomly selects i as the ending dimen-
sion with probability xi and then uses the STAR broadcast al-
gorithm. Then the expected number of packets on each net-
work link generated by the random broadcasting and unicast
routing algorithms is the same for all links as long as we can
find a legitimate solution to the system of equations (i.e, all
the probabilities xi should be nonnegative numbers no larger

Arrival of broadcast requests

time

time

Arrival of unicast routing requests

Figure 8. A heterogeneous communication environment
where unicast and broadcast requests are generated at each
node of a network or parallel computer at random instances.
Several broadcast tasks and many unicast tasks may be
present simultaneously. For example, if unicast and broad-
cast requests create comparable amount of network traffic
and the throughput factor ρ of the network does not ap-
proach zero, then there are an average of Θ � d2n � dn

1 � ρ �
broadcast tasks and an average of Θ � dN � unicast tasks be-
ing executed in an n-ary d-cube simultaneously using our
routing scheme. (There are an average of Θ � d2n

1 � ρ � broadcast

tasks and an average of Θ � dN
1 � ρ � unicast tasks being executed

in an n-ary d-cube simultaneously using previous routing
schemes that do not assign relatively higher priority to pack-
ets for unicast.) Note that when the traffic is heavier, the av-
erage broadcast delay for random broadcasting is larger due
to the increased queueing delay.

than 1). If we obtain an infeasible solution, for example,
x1 � 1 and x2 � 0 for a 2-D mesh, we should use proba-
bility vector

�
1 � 0 	 instead of

�
x1 � x2 	 . Such situations only

occur when λR is very large (that is, the utilization of some
links is very close to 1 for the traffic generated by random 1-
1 routing alone) and the value of ni for certain dimension(s)
i is considerably larger than those of other dimensions. In
such a case, the maximum utilization of the network links
is only slightly increased by the traffic generated by the ran-
dom broadcasting algorithm. Similar to the discussion given
in Section 3, we can also use a REDO broadcast algorithm
[20] with a probability vector obtained by solving a different
system of linear equations.

By applying the priority STAR routing scheme to random
broadcasting and random 1-1 routing in tori, the number of
transmissions is minimized (since all the packets are sent
along the shortest paths for routing and exactly N � 1 trans-
missions are generated by a broadcast task), and the trans-
missions are uniformly distributed over all network nodes
and links, assuming that a feasible solution exists (i.e., 0 �
xi � 1 for all i). In such a case, our routing and broadcast
algorithms are stable as long as the throughput factor ρ � 1,
where

ρ � λB
N � 1

2d
� λR

∑d
i 
 1

�
ni � 4 �

2d �
This can be shown by arguing that the queue of any network
link will not build up to infinite length.
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To reduce both the average delay for random 1-1 rout-
ing and the average reception delay for random broadcast-
ing, we can assign high priority to all the unicast packets
and all the broadcast packets except for those transmitted
along the ending dimension. As a result, when a constant
fraction of the traffic is generated by broadcast requests, the
average queueing delay at a node for unicast packets (which
have high priority) is a small constant so that the average
delay for random 1-1 routing is O

�
nd � in an n-ary d cubes

or an n1
� n2

� � � � � nd torus with ∑d
i � 1 ni � O

�
nd � . Simi-

lar to the analysis given in Section 3, we can show that the
resultant average reception delay for random broadcasting

is O � nd � n
1 � ρ 	 in an n-ary d cubes or an n1

� n2
� � � � �

nd torus with maxni � O
�
n � . To further reduce the aver-

age reception delay for random broadcasting, we can assign
medium priority to all the unicast packets, low priority to
broadcast packets transmitted along the ending dimension,
and high priority to the rest of the broadcast packets.

5. Conclusion

In this paper, we proposed the priority STAR routing
scheme for random broadcasting and routing in tori, n-ary d-
cubes, and hypercubes. The proposed routing scheme leads
to average reception delays that are are optimal within a fac-
tor asymptotically equal to 1 when the throughput factor is
close to 0 and within a small constant factor for any other
throughput factor. The priority STAR broadcast scheme also
improves the best previous routing schemes significantly
and can achieve optimal average reception delays. More-
over, we showed that by combining random broadcasting
and random 1-1 routing, the traffic in general tori can be
exactly balanced over all network links for most situations,
leading to maximum throughput factor ρ 
 1.
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