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We propose new burst assembly schemes and fast reservation (FR) protocols for Optical

Burst Switched (OBS) networks that are based on traffic prediction. The burst assembly

schemes aim at minimizing (for a given burst size) the average delay of the packets

incurred during the burst assembly process, while the fast reservation protocols aim at

further reducing the end-to-end delay of the data bursts. The burst assembly techniques

use a linear prediction filter to estimate the number of packet arrivals at the ingress

node in the following interval, and launch a new burst into the network when a certain

criterion, different for each proposed scheme, is met. The fast reservation protocols use

prediction filters to estimate the expected length of the burst and the time needed for

the burst assembly process to complete. A Burst Header Packet (BHP) packet carrying

these estimates is sent before the burst is completed, in order to reserve bandwidth at

intermediate nodes for the time interval the burst is expected to pass from these nodes.

Reducing the packet aggregation delay and the time required to perform the reserva-

tions, reduces the total time needed for a packet to be transported over an OBS network

and is especially important for real-time applications. We evaluate the performance of

the proposed burst assembly schemes and show that a number of them outperform the

previously proposed timer-based, length-based and average delay-based burst assem-

bly schemes. We also look at the performance of the fast reservation (FR) protocols in

terms of the probability of successfully establishing the reservations required to

transport the burst.

& 2012 Elsevier B.V. All rights reserved.
1. Introduction

Optical Burst Switching (OBS) [1] is considered a
promising technology for implementing the next genera-
tion optical Internet, required to cope with the rapid
growth of Internet traffic and the increased deployment
of new services (e.g., VoIP, video on demand, cloud
computing, digital repositories, data centers). OBS aims
at making efficient utilization of the network bandwidth,
creating a network infrastructure that is configurable and
versatile at the burst level, so as to handle the bursty
All rights reserved.

kinos).
traffic patterns generated by these services. In circuit

switching static optical circuits are established that may

not be used most of the time, leading to waste of network

resources, while it also requires the aggregation of micro-

flows into circuits, meaning that fine granularity and

control over the Quality of Service (QoS) of individual

microflows is lost. An ideal network of infinite bandwidth,

would most probably use circuit switching instead of OBS,

where circuits would be established between any source–

destination pair, however such a network does not exists.

Additionally all-optical packet switching technology is

not yet mature, since packet contention and buffering in

the optical domain are yet to be resolved, making OBS

easier to implement in practice.
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Fig. 1. The architecture of a typical OBS network: (i) the assembly manager at the edge node creates the burst, (ii) a control packet is sent over a control

channel in the OBS network reserving the necessary resources, and (iii) the burst completes and is then switched all optically in the network.
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The two main ideas in Optical Burst Switching are the
assembly of variable sized data packets into bursts that
are switched using a single label, and the decoupling of
the transmission of the control header from the transmis-
sion of the data payload.

Fig. 1 highlights the architecture of a typical OBS net-
work, consisting of a cloud of optical core routers, organized
as a mesh, with edge (ingress and egress) routers at the
edges of the cloud. During the burst assembly process,
multiple packets (IP packets, ATM cells, Ethernet frames
etc.) are assembled into big containers (data bursts) at the
network ingress. Typically, an ingress edge router maintains
a separate (virtual) queue for each Forwarding Equivalent
Class (or FEC), defined by the destination and QoS para-
meters. When a burst assembly threshold is reached, the
burst is transmitted over the network. For each data burst, a
Burst Header Packet (BHP) containing routing and schedul-
ing information is transmitted ahead of the burst, reserving
the required bandwidth and configuring the switches/nodes
along the path. The BHP is transmitted over a control
channel and is processed electronically. On the other hand
the burst is switched throughout the network all-optically
through a data channel.

The separation between control and data maintains
data transparency and leads to a better synergy of mature
electronic technologies (which process the BHP) and
advanced optical technologies (which handle the data burst).
Finally, at the egress nodes the opposite operation is
performed, where bursts are disassembled back to packets.

The end-to-end delay of a burst over an OBS network
mainly consists of four components: (i) the burst assem-
bly delay at the ingress node, (ii) the path setup delay
caused by the BHP, (iii) the burst transmission time, and
(iv) the propagation delay in the core network. The two
last delay components depend on the path selected and
the available bandwidth on the path and cannot be
reduced through clever design of the signaling protocols.
This work focuses on the first two delay components,
and consists of two main contributions. First, it proposes
new burst assembly algorithms that minimize the burst
assembly delay, for a given average size of the bursts
produced. Second, it uses pipelining techniques to reduce
the combined duration of the burst assembly and path
setup time and the overall end-to-end delay. The end-to-
end delay is a crucial QoS parameter for a number of
applications, while the burst drop probability is another
important QoS parameter of interest in this work. Finally,
the size of the bursts produced is also important in
determining the control overhead posed on the network
and the efficient use of the available bandwidth.

A number of burst assembly schemes have appeared in
the literature, including the time-based algorithm (abbre-
viated TMAX algorithm) and the length-based algorithm
(abbreviated LMAX algorithm) [2,3]. In the time-based
algorithm, a time counter is started any time a packet
arrives at an empty ingress (FEC) queue, and the burst is
completed when the timer reaches the threshold TMAX.
In the length-based method, the threshold specifies the
number of packets to be aggregated into a burst, or the
size of the burst in bytes if the packets are of variable size.
Once the threshold LMAX (in fixed size packets, bytes, etc)
is reached, the burst is created and sent into the network
after an appropriate offset time. The time-based algo-
rithm limits the average burst assembly delay but may
generate very small bursts (the authors in [4] provide a
quantitative measure of what small or not burst sizes are),
while the opposite occurs for the length-based algorithm.
For this reason, hybrid schemes [5,6] have also been
proposed. An average delay-based algorithm (abbreviated
TAVE algorithm) was also introduced in [7] that aims at
controlling the average burst assembly delay by letting
out the bursts, the moment the average delay of the
packets that comprise it reaches a threshold TAVE. This
method guarantees a desired average burst assembly
delay, and also tends to minimize packet delay jitter,
which is particularly important for TCP performance.
Relatively, recently adaptive burst assembly algorithms
that use the congestion window sizes of TCP flows have
also appeared [8,9].

In this work, the proposed schemes and protocols
attempt to achieve an optimal trade-off between the
average burst assembly delay and the average burst size,



Fig. 2. Performance of a burst assembly algorithm. Based on the

requirements of the user or of the application such an algorithm can

be characterized as ‘‘good’’ or as ‘‘bad’’. For example, a ‘‘good’’ algorithm

produces bursts of larger average size, for a given average burst

assembly delay (alternatively, they result in smaller average burst

assembly delay for a given average size of the bursts produced).
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using traffic prediction. In Section 2 we propose and
evaluate several novel burst assembly schemes that use
traffic prediction in order to maximize the average length
of the bursts produced for a given average burst assembly
delay, or, alternatively, to minimize the average burst
assembly delay for a given average burst length. Prediction
of traffic characteristics has previously been examined in
[10–12]. In a more recent work [13], the authors propose a
burst assembly process using traffic predictions, based on
intimate flow-level knowledge of TCP traffic. In this work,
traffic prediction is used in order to estimate the number of
packets that will arrive at the assembly queue in the near
future and determine if it would be beneficial for the burst
assembly process to wait for these packets, or the burst
should be sent immediately.

We find that two of the proposed schemes improve
burst assembly efficiency over the previously proposed
schemes, by reducing the average burst assembly delay
by up to 33% for a given size of the bursts produced,
compared to previous schemes.

Following the introduction of the new burst assembly
schemes, we turn our attention to signaling protocols for
connection establishment and resource reservation in OBS
networks, to obtain fast reservation (FR) protocols, so as to
reduce the second delay component of OBS networks, that
is the path setup delay. A number of signaling protocols for
OBS networks have been proposed so far and can be
categorized into two main classes: ‘‘tell-and-wait’’ (TAW)
and ‘‘tell-and-go’’ (TAG). While the former features a two-
way reservation process, the latter uses one-way signaling
that releases the burst without waiting for the confirmation
of the successful establishment of the path; instead it waits
only for a fixed time period equal to t0 (time-offset). Thus,
in TAW schemes reservation requests may be blocked, but
bursts are guaranteed to arrive at their destination once
they enter the network, while in TAG schemes bursts may
be dropped at the core nodes, since resources are not
reserved for them in advance. An example of a TAW
protocol is the Efficient Reservation Virtual Circuit (ERVC)
protocol proposed in [14], while other research efforts
include the Wavelength Routed-OBS (WR-OBS) [15]and
Efficient Burst Reservation Protocol (EBRP) [16]. TAG reser-
vation schemes include the Ready-to-Go Virtual Circuit
(RGVC) [17], Horizon [18], Just Enough Time (JET) [19,20]
and Just In Time (JIT) [21,22] protocols. A detailed analysis
of the JET, JIT and Horizon reservation schemes is presented
in [23]. Enhanced versions of these protocols have also been
proposed, such as in [24]. Also, in [25] the authors propose
the distribution of the BHP information to all network
nodes, so as to improve network efficiency.

In Section 3 we extend the work in [12] and present a
general formulation for combining fast reservation (FR)
schemes with the burst assembly algorithms introduced
earlier in this paper (TMAX, LMAX, and TAVE) using one or two
linear prediction filters [26]. Moreover, the proposed FR
scheme combined with TAVE can also be used with the
novel burst assembly algorithms presented in Section 2. In
[12] the authors evaluate the use of a linear prediction
filter along with the TMAX burst assembly algorithm. The
prediction filters estimate the length of the burst and/or
the time needed for the burst assembly process to
complete and this make possible the pipelining of the
reservation and the burst assembly processes. The goal is
(i) to reduce the end-to-end delay of a data burst, by
minimizing the burst pretransmission time (the time-off-
set), while (ii) using bandwidth efficiently by reserving
resources for a duration that is close to the minimum
possible. The performance results indicate that the method
first proposed in [12] can also be used along with LMAX and
TAVE burst assembly algorithms.

The remainder of the paper is organized as follows. In
Section 2, we present four new burst assembly schemes.
In Section 3, we present a general formulation for com-
bining fast reservation (FR) schemes that use predictions
with burst assembly algorithms. In Section 4, we describe
the prediction filters we use, while in Section 5 we
present the performance results obtained for the pro-
posed burst assembly schemes (Section 5.1) and for the
fast reservation (FR) protocols (Section 5.2). Finally in
Section 6, the paper’s conclusions are presented.
2. Burst assembly algorithms

In this section we focus on the burst assembly process,
and propose burst assembly algorithms that try to minimize
the average burst assembly delay, for a given average size of
the bursts produced. Generally, the burst assembly process
at an edge node starts with the arrival of the first packet at
an empty queue and continues until a predefined threshold
is reached. Different assembly strategies define this thresh-
old differently , and try to balance between two objectives:
the burst assembly delay and the size of the bursts
produced. Short burst assembly delays and large burst sizes
are desirable, in order to reduce, respectively, the total end-
to-end delay and the number of bursts along with the
processing overhead they pose on the core nodes. These
objectives, however, contradict each other (Fig. 2), since
increasing the burst size also increases the burst assembly
delay. A burst assembly algorithm, therefore, should be
judged based on how well it performs with respect to one
of these two performance metrics of interest, for a given
value of the other performance metric. In Fig. 2, the burst
assembly algorithm used determines the curve that relates
the average burst size to the average burst assembly delay.
Given a burst assembly algorithm, choosing the desired



Fig. 3. Time frame structure. At the end of each frame n the algorithm decides if it should send out the burst immediately, or it should wait for another

frame. N(n) is the number of packet arrivals during the nth frame.
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balance between the burst assembly delay and the burst
size (that is, the exact point on the curve of Fig. 2 at which
the system operates) depends on the Quality of Service
(QoS) requirements of the users, and the processing and
buffering capabilities of the backbone nodes.

In the proposed schemes, we assume that the time axis
is divided into time frames of equal duration t (see Fig. 3).
During a frame, an edge OBS node assembles the packets
arriving with the same destination address and the same
QoS requirements (that is, the same FEC) into a burst. We
denote by N(n) the number of packet arrivals during the
nth frame. At the end of each frame, a decision is taken
about whether the burst should be sent out immediately
and the assembly of a new burst should start, or the edge
node should wait for another frame in order to include
more packets in the current burst. This decision is taken by
using a linear prediction filter (described in Section 4)
to estimate the expected number N̂ðnþ1Þ of packet arrivals
in the following frame nþ1, and checking if a specific
criterion (different for each algorithm proposed) is fulfilled.
This criterion tries to quantify if the increase in the burst
length expected by waiting for an extra frame is significant
enough to warrant the extra delay that will be incurred.

The following subsections describe the proposed burst
assembly algorithms, while the corresponding perfor-
mance results and comparison between the schemes are
deferred until Section 5.1.

2.1. Fixed additional packets threshold algorithm

(NMIN algorithm)

In this scheme, we define a lower bound NMIN on the
number of future arrivals above which we decide to wait
for an extra frame before completing the burst. At the end
of frame n, the estimate N̂ðnþ1Þ produced by the predictor
is compared to the threshold NMIN, and if it is smaller than
that, the burst leaves the queue immediately, limiting in
this way the burst assembly delay; otherwise it waits for
another frame to be completed, at the end of which the
same procedure is repeated. Therefore, the burst is sent out
at the end of the nth frame if and only if

N̂ðnþ1ÞoNMIN: ð1Þ

2.2. Proportional additional packets threshold algorithm

(aL algorithm)

In this proposed scheme, instead of using a fixed
threshold NMIN, a fraction of the current burst length is
used as the threshold. If a is the multiplicative parameter,
where aA(0,1], the burst is completed at the end of frame
n, if and only if

N̂ðnþ1ÞoaULðnÞ, ð2Þ

where L(n) is the burst length at the end of the nth frame,
and N̂ðnþ1Þ is the predictor’s estimate for the number of
packets expected during the following frame nþ1.

2.3. Average delay threshold algorithm (TA algorithm)

This method tries to improve on the average-delay-
based algorithm proposed in [7], which computes a run-
ning average of the packet burst assembly delay and lets
out the burst, the moment the average delay of the packets
that comprise it reaches a threshold TAVE. The algorithm in
[7] has two drawbacks: (a) computing the running average
introduces considerable processing overhead, and (b)
bursts may not be sent out at the optimal time, since the
running average is non-monotonic in time and could
decrease in the future due to new packet arrivals. If the
latter (b) scenario is repeated several times then it is
possible that the burst assembly delay is increased beyond
acceptable levels. The TA algorithm addresses these draw-
backs using traffic prediction. At the end of each frame, it
estimates the average burst assembly delay we expect to
have at the end of the following frame, and launches the
burst if this estimate exceeds some threshold value TA.

The Average Packet Delay PD(n) of the packets in the
burst assembly queue at the end of frame n is defined as

PDðnÞ ¼

PLðnÞ
i ¼ 1

TiðnÞ

LðnÞ
ðin s=packetÞ,

where L(n) is the burst size (in packets) at the end of
frame n, Ti(n)¼nt�ti is the delay of the ith packet from
the moment it enters the queue until the end of nth
frame, t is the duration of the frame, and ti is the arrival
time of the ith packet. Alternatively and more easily, we
can compute PD(n) using the recursion:

PDðnÞ ¼

Lðn�1ÞPDðn�1ÞþLðn�1Þtþ
PNðnÞ
i ¼ 1

TiðnÞ

Lðn�1ÞþNðnÞ
, ð3Þ

where N(n) is the number of packet arrivals during frame
n. If a burst was sent out at the end of the (n�1)th frame,
we take L(n�1)¼0 in Eq. (3).

To obtain an estimate PD̂ðnþ1Þ of the Average Packet
Delay at the end of frame nþ1 we assume that the
N̂ðnþ1Þ packets estimated by the predictor to arrive by
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the end of frame nþ1 will have an average delay of t/2.
Using Eq. (3), the estimated Average Packet Delay
PD̂ðnþ1Þ at the end of frame nþ1 is

PD̂ðnþ1Þ ¼
LðnÞPDðnÞþLðnÞtþN̂ðnþ1Þt=2

LðnÞþN̂ðnþ1Þ
: ð4Þ

A burst is completed at the end of the nth frame if and
only if

PD̂ðnþ1Þ4TA, ð5Þ

where TA is the predefined threshold value.

2.4. Average delay to burst size ratio improvement

algorithm (LMIN algorithm)

The proposed Average Delay to Burst Size Ratio
Improvement algorithm is based on the Average Packet
Burst Assembly Delay to Burst Size ratio (DBR) defined as

DBR¼
Average Packet Burst Assembly Delay

Average Burst Size
ðs=packetÞ

The algorithm with threshold LMIN (abbreviated LMIN

algorithm) uses traffic prediction to compute an estimate
DB̂Rðnþ1Þ of DBR at the end of frame nþ1, and decides
that the burst is completed, if this estimate is worse
(larger) than the current value DBR(n). The average burst
assembly delay to burst size ratio DBR(n) at the end of
frame n is defined as:

DBRðnÞ ¼
PDðnÞ

LðnÞ
¼

PLðnÞ
i ¼ 1

TiðnÞ

L2
ðnÞ

:

Alternatively, and more easily, DBR(n) can be found
recursively as:

DBRðnÞ ¼

Lðn�1ÞPDðn�1ÞþLðn�1Þtþ
PNðnÞ
i ¼ 1

TiðnÞ

ðLðn�1ÞþNðnÞÞ2
: ð6Þ

The Estimated Average Packet Burst Assembly Delay to
Burst Size ratio DB̂Rðnþ1Þ at the end of frame nþ1 is:

DB̂Rðnþ1Þ ¼
LðnÞUPDðnÞþLðnÞUtþN̂ðnþ1ÞUt=2

ðLðnÞþN̂ðnþ1ÞÞ2:
ð7Þ

The algorithm decides that a burst is completed and
should be sent out at the end of frame n if and only if:

DB̂Rðnþ1Þ4DBRðnÞ, ð8Þ

and

LðnÞ4LMIN : ð9Þ

During the first frames that follow a burst assembly
completion, there is a great likelihood that the right term
of Eq. (8) will be quite small, making it difficult to fulfill.
The threshold LMIN is used as a lower bound on the length
of the bursts, and also makes the algorithm parametric (as
with the previous algorithms examined) so that the
desired trade-off between the average burst size and the
average packet Burst Assembly delay can be obtained.

Simulation results on the performance of the preced-
ing burst assembly algorithms are presented in Section
5.1. In what follows, we turn our attentions to signaling
protocols for reducing the second delay component
incurred in OBS networks, which is the path setup delay.

3. Fast reservation protocols

In this section, we look into fast reservation (FR)
protocols that can be used with the TMAX, LMAX, TAVE or
any of the other burst assembly algorithms introduced in
Section 2, to reduce the combined duration of the burst
assembly and path setup time, further reducing the over-
all end-to-end delay. Such a scheme was first presented in
[12], where a fast reservation protocol using the TMAX

assembly scheme and a prediction filter was proposed. In
this section we present a general formulation for combin-
ing FR schemes with the TMAX, LMAX, and TAVE burst
assembly algorithms, using one or two prediction filters
to estimate the burst length and/or the time needed for
the burst assembly process. In contrast to most OBS
signaling protocols, in the FR schemes the BHP is sent to
the core network before the burst assembly process is
completed, in order to reserve the appropriate resources.
Intermediate nodes use the estimated values for the burst
length and assembly completion time, instead of the
actual values that are not yet known, in order to reserve
bandwidth for the intervals the burst is expected to pass
from these nodes. Estimating the length of the burst is
required in order to reserve the required resources for the
right duration for the burst’s all-optical transmission.
Similarly, estimating the duration of the burst assembly
process is required in order to determine the time these
reservations should start at the core nodes.

We let L(k) be the size of the kth burst and D(k) be its
assembly process duration (Fig. 4). If both were known at
the start of a burst assembly, we could start the reserva-
tion process at that time, reducing the overall delay. Since
L(k) and D(k) are not known in advance, the idea is to start
the reservation process before the burst is assembled,
using estimates of these variables. In the time-based burst
assembly algorithm D(k) is equal to TMAX (therefore, we
only estimate L(k)), while in the length-based algorithm
L(k) is equal to LMAX (therefore, we then only estimate
D(k)). In the average delay-based algorithm, as well as in
all the burst assembly algorithms of Section 2, both the
burst length L(k) and the burst assembly duration D(k)
vary and have to be estimated.

3.1. Fast reservation for the TAVE scheme

The signaling used by the FR protocol for the TAVE

assembly scheme is illustrated in Fig. 5 (the cases of the
burst assembly algorithms of Section 2 are similar, while
those of the TMAX algorithm and the LMAX algorithm are
simpler): upon the beginning of a new burst assembly
period we use two Least Mean Squares (LMS) filters to
predict burst related values. Using these predictions, a
BHP is sent at the beginning of the burst assembly process
to reserve in advance the required resources, instead of
waiting for the burst assembly to complete.

Specifically, the first LMS filter is used to predict the
length L̂ðkÞ of the kth burst to be formed; this value is
included in the BHP and is used to reserve bandwidth for



Fig. 4. Prediction of the burst size and burst assembly duration is performed based on the k previous burst lengths and assembly durations. L(k) denotes

the size of the kth burst and D(k) is its assembly process duration.

Fig. 5. A successful reservation for the TAVE burst assembly algorithm, using two predictive filters. One filter predicts the burst length L̂ðkÞand the other

the burst assembly duration D̂ðkÞ. The figure illustrates the time instants at which reservations start and finish at each node of the selected path, and the

time intervals the burst actually passes from a node. We should node that the OEO (Optical-Electrical-Optical) conversion that the BHP is experiencing in

each node is not depicted in this figure.
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a duration close (if the prediction is accurate) to the
burst’s real transmission time. The second filter produces
a prediction of the assembly process duration D̂ðkÞ , which
is also included in the BHP, and is used to reserve
bandwidth at intermediate links starting at the correct
(if the prediction is accurate) time instant. To reduce the
effects of prediction errors in the burst length, we add a
small margin d in the estimated burst length L̂ðkÞ. This is
done in order to reduce the probability that bandwidth is
reserved for less time than the actual burst duration. No
matter how accurate is the filter, the actual length L(k) of
will be larger than L̂ðkÞ approximately half of the time,
which would be unacceptable; however, L(k) will be
smaller than L̂ðkÞþd with high probability if the predic-
tion filter is good and d is large enough. Similarly, to
reduce the effects of prediction errors in the assembly
process duration, we subtract a small margin e from the
estimated duration D̂ðkÞ. This is because D̂ðkÞ is used to
calculate the time at which reservations at intermediate
links should start, and in case of uncertainty, it is safer to
start reservations a little earlier than the predicted time.
By using these safety margins, the reservation starts
earlier than the expected time by e and finishes later
than the expected time by eþd/C, where C is the reserved
bandwidth. This way there is high probability that the
burst will find capacity already reserved for it when it
arrives at a node. Therefore, bandwidth is reserved at each
intermediate node for the time period:

D̂ðkÞ�e, D̂ðkÞþeþ L̂ðkÞþd
C

" #
, ð10Þ

where times are relative to the arrival time of the BHP at
each node. Note that if the estimators of L(k) and D(k) are
unbiased, capacity is reserved for a burst for time 2eþd/C

more than the minimum required, on the average,
which may result in a degradation of network efficiency.
Fig. 6. Failed reservations for the TAVE assembly algorithm. (a) Illustrates the cas

the case the burst length exceeds the reserved duration.
However, the inefficiency caused by this is negligible if e
and d are small.

When burst assembly is completed, the predicted
values D̂ðkÞ and L̂ðkÞ are compared with the real values
of D(k) and L(k). The ingress node sends the burst after a
small (pre-transmission) interval tx, calculated so as to
compensate for predictions errors, as will be described
shortly. If the burst is sent after time tx, the time period
the burst actually traverses the network is:

DðkÞþtx, DðkÞþtxþ
LðkÞ

C

� �
, ð11Þ

where L(k) is the burst’s actual length and D(k) its
assembly duration. For the in advance reservation to be
successful, the reservation period must contain the burst’s
actual transmission period. That is, the reservation at any
core node should start before the burst arrives and should
finish after the burst’s departure. So, based on Eqs. (10)
and (11) the following conditions must hold:

txþDðkÞ4D̂ðkÞ�e, ð12aÞ

and

txþDðkÞþ
LðkÞ

C
oD̂ðkÞþeþ L̂ðkÞþd

C
: ð12bÞ

The pretransmission time tx can be chosen equal to

tx ¼maxðD̂ðkÞ�e�DðkÞ,0Þ,

so as to minimize pre-transmission delay, while always
satisfying Eq. (12a). In that case,

Prðtx ¼ 0Þ ¼ PrðDðkÞ4D̂ðkÞ�eÞ,

and the pre-transmission delay will be zero with high
probability. To satisfy Eq. (12b) it is sufficient that

LðkÞo L̂ðkÞþd, ð13aÞ
e burst transmission starts earlier than the reservation, and (b) illustrates
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and

DðkÞoD̂ðkÞþe, ð13bÞ

which will be both valid with high probability when e and
d are sufficiently large. In that case the reservation will be
successful, in the sense that bandwidth will be reserved
for a duration that is close to (and larger than) the burst’s
real transmission duration. Also, the pre-transmission
delay will be zero with high probability.

If Eqs. (12a and b) cannot be simultaneously satisfied
for any choice of tx, the transmitted BHP is a failure
(Fig. 6). We then have to transmit a new BHP to cancel
the old reservation and perform a new one with the actual
burst size L(k) and the right reservation starting time. The
failed reservation does not result in a burst loss, but only
some loss of efficiency in the small interval between
the reservation and the cancellation, where the resource
remains idle.

In general, the exact implementation of a fast reserva-
tion (FR) scheme (as we will also see in Sections 3.2 and
3.3) depends on the burst assembly scheme used and on
which parameters (e.g., burst assembly delay or burst
length) need to be predicted. Based on this observation,
the burst assembly schemes proposed in Section 2 can be
combined with the FR scheme used for the TAVE algorithm.
By combining this FR scheme with the NMIN, aL, TA, and
LMIN algorithms we jointly minimize the burst assembly
delay, for a given average size of the bursts produced and
the burst pretransmission time. At the same time we
attempt to make efficient use of the available bandwidth
both in terms of the final burst size and in terms of the
accuracy of the reservations performed.

3.2. Fast reservation for the LMAX scheme

In the case of the LMAX assembly algorithm, the burst
length L(k) is fixed and known a priori. In that case
reservations are performed as in Fig. 5, but with
L(k)¼LMAX and d¼0. A prediction filter is used to obtain
the estimate D̂ðkÞ of the kth burst assembly duration, on
which we use a small safety margin e to compensate for
the case the prediction turns out to be larger or smaller
than the actual value. The BHP is sent to reserve the
necessary resources starting a little earlier than the
predicted time, without waiting for the burst assembly
to complete. Specifically, the BHP, upon its arrival at a
core node, reserves bandwidth C for the time period:

D̂ðkÞ�e,D̂ðkÞþLMAX

Cþe

 !
, ð14Þ

relative to its arrival time at that node. When the burst
assembly is completed, the actual assembly duration D(k)
is compared to D̂ðkÞ�e.This comparison is performed in
order to ensure that the reservation of the resources in the
network starts at the right time. The pre-transmission
time is again chosen according to

tx ¼maxðD̂ðkÞ�e�DðkÞ,0Þ:

Provided that

DðkÞoD̂ðkÞþe, ð15Þ
the reservation made by the BHP is successful (if D̂ðkÞ�e
oDðkÞoD̂ðkÞþe, we also have tx¼0). Otherwise, the BHP
is a failure and we transmit a new BHP to cancel the old
reservation and perform a new one.

3.3. Fast reservation for the TMAX scheme

In the TMAX assembly algorithm, the burst assembly
duration is known a priori, since D(k)¼TMAX. In that case
reservations are performed as in Fig. 5 but with D̂ðkÞ ¼ TMAX

and e¼0. A filter is used to predict the kth burst length L̂ðkÞ,
and bandwidth is reserved for time ðL̂ðkÞþdÞ=C. When the
time threshold TMAX is reached, the burst assembly is
completed, and the actual burst length L(k) is compared
with the predicted length. If

L̂ðkÞþd4LðkÞ, ð16Þ

the BHP reserves capacity for enough duration and the
reservation is successful. Otherwise, the BHP is a failure and
a new BHP is sent to cancel the old reservation and perform
a new one for the actual burst size L(k).

3.4. Fast reservation and minimum separation

The transmission of the BHP has to precede the burst
transmission by at least a time offset equal to t0, where
parameter t0 is chosen to account for the extra processing
delays the BHP (which is processed electronically)
encounters at intermediate nodes when compared with
the processing delays encountered by the burst (which is
switched all-optically). For example, if tel is the time it
takes for a node to process electronically the BHP and tao

is the time it takes for the node to switch (all-optically) a
burst from an input to an output port, we can choose

t0 ¼ hUðtel�taoÞ, ð17Þ

where h is the number of hops on the path.
If the estimate D̂ðkÞin the length-or average delay-based

burst assembly algorithm is less than t0, the estimate D̂ðkÞ

carried by the BHP in the signaling protocol is replaced by
maxðD̂ðkÞ,t0Þ. The total burst assembly and pre-trans-
mission delay when a fast reservation (FR) TAG protocol
is used is (assuming tx40)

TFR ¼maxðt0,DþtxÞ ¼maxðt0,D̂�eÞ, ð18Þ

[for the TMAX algorithm, TFR ¼maxðTMAX,t0Þ], while if a
standard reservation TAG protocol is used, it is

TSR ¼Dþt0: ð19Þ

Comparing (18) and (19), the delay reduction achieved
through pipelining by the FR protocol becomes evident.

It is natural to assume that the burst assembly thresh-
olds in the TMAX, LMAX and TAVE burst assembly algorithms,
and in the burst assembly schemes proposed in Section 2,
are chosen so that the average burst assembly duration
satisfies E(D)4t0. For example, in the time-based algo-
rithm (TMAX), it is natural to choose the corresponding
threshold so as TMAX4t0, since otherwise we could extent
the burst assembly period to get larger bursts without any
cost in delay. So under these assumptions we can see that
the amount of time by which the total end-to-end delay is
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reduced using an FR protocol, is approximately equal to
the time offset t0.

3.5. Choice of the safety margins d and e

The safety margins d and e are used to reduce the
prediction error effects in the proposed FR schemes.
Specifically, we add a small margin d in the estimated
burst length L̂ðkÞ, to reduce the probability that bandwidth
is reserved for less time than the actual burst duration. We
also subtract a small margin e from the estimated burst
assembly duration D̂ðkÞ, since D̂ðkÞis used to calculate the
starting times of the reservations at intermediate links, and
in case of uncertainty, it is safer to start reservations a little
earlier than the predicted time, so as to be reasonably sure
that the burst will find capacity reserved for it when it
arrives at a node.

The values of d and e significantly impact the success
probability of the BHP reservation (the larger d and e are,
the larger the probability) and the system costs (the
smaller d and e are, the smaller the time interval during
which capacity is reserved but not used). To obtain a good
success probability without substantially increasing sys-
tem costs, d is chosen to be a multiple of the root mean
square (RMS) of the sample residuals of the LPF,

d¼ cd

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPh
i ¼ 1

eL
2ðk�iÞ

h

vuuut
, ð20Þ

where cd is a small constant (e.g., 2 or 3), to be referred to
as the burst length correction parameter in the rest of the
document, eL(k) is the residual error between the actual
and the predicted burst length, and h is the order of the
prediction filter used. Similarly, e is calculated using the
corresponding RMS of the residual errors eD(k) between
the actual and the predicted burst assembly durations,
according to

e¼ ce

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPh
i ¼ 1

e2
Dðk�iÞ

h

vuuut
, ð21Þ

where ce is the duration correction parameter constant.

4. Linear predictor LMS

Predicting network traffic’s future characteristics is in
general a difficult task. Also, as the authors in [27]
mention, how one assesses traffic predictability depends
on how one wants to use the prediction results and of
course highly depends on the traffic characteristics. For
example, traffic prediction demonstrates encouraging
potentials when applied to network backbone traces, or
aggregate end-system sources. Also, a proper traffic mea-
surement interval or sampling rate has critical effect on
prediction. In this work, we assume that short period
prediction is possible using a linear prediction filter and
focus on the advantages of such a prediction in OBS.
However, it is clear that more work is needed on the exact
prediction model and input parameters used, which can
ensure that such a prediction is valid. A related work is
presented in [28], where the authors focus on the para-
meters of the training-based models used for short period
prediction (milliseconds to minutes) of the traffic
throughput, showing that this is in general possible.

As mentioned, the Least Mean Square (LMS) filter [29]
has been chosen as the linear predictor in this work. This
predictor, similar to those used in [11,12], is simple, fast
and effective, and has small computational overhead.

The estimate N̂ðnÞ of the number of packet arrivals
during the nth frame is obtained as

N̂ðnÞ ¼
Xh

i ¼ 1

wNðiÞNðn�iÞ, ð22Þ

where N(n� i) is the number of packet arrivals during the
(n� i)th frame and h is the length of the filter. The
estimate L̂ðnÞ of the length of the nth burst is similarly
obtained as

L̂ðnÞ ¼
Xh

i ¼ 1

wLðiÞLðn�iÞ, ð23Þ

where L(n� i) is the length of burst n–i. Finally, the
estimate of the nth burst assembly duration is obtained as

D̂ðnÞ ¼
Xh

i ¼ 1

wDðiÞDðn�iÞ, ð24Þ

where D(n� i) is the duration of the (n–i)th burst.
There are a variety of ways to obtain the filter

coefficients w(i), i¼1,2,y,h. In the experiments per-
formed we used the LMS-based recursive LPF that updates
the filter coefficients using a simple and efficient algo-
rithm. Specifically, the coefficients for the kth prediction
period are obtained according to:

wNðkÞ ¼wNðk�1ÞþmeNðk�1ÞNðk�1Þ,

wLðkÞ ¼wLðk�1ÞþmeLðk�1ÞLðk�1Þ,

wDðkÞ ¼wDðk�1ÞþmeDðk�1ÞDðk�1Þ,

where constant m is a step-size that affects how quickly
the adaptive filter will converge toward the unknown
system, eN(k�1) is the error between the actual and the
predicted number of packet arrivals during the (k–1)th
frame, eL(k�1)is the error between the actual and the
predicted length of the (k–1)th burst, and eD(k�1) is the
error between the actual and the predicted duration of the
(k�1)th burst assembly period. The time complexity
for the coefficient calculation of the LMS-based approach
is O(h).
5. Performance analysis and simulation results

In this section we present simulation results on the
performance of the proposed burst assembly schemes and
fast reservation (FR) protocols. In particular, the burst
assembly schemes are examined and compared in Section
5.1, while the performance of the FR protocols is dis-
cussed in Section 5.2.
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5.1. Burst assembly techniques

Using the Matlab environment, we simulated the burst
assembly process at an ingress queue in order to evaluate
the performance of the NMIN, aL, TA, and LMIN schemes
proposed in Section 2, and compare it to that of the
previously proposed TAVE, TMAX, LMAX schemes. We also
quantified the impact the choice of the parameters NMIN,
aL, TA and LMIN and of the frame size t and filter order h

have on performance.
It is useful to remind the reader that each of the proposed

schemes corresponds to a different Burst Size versus Packet
Burst Assembly Delay curve (see the discussion in Section 1
and Fig. 2), while the choice of the parameters involved
(NMIN, aL, TA, LMIN, TAVE, TMAX, LMAX) determines the exact
points on each curve the burst assembly process is operating
at, that is, the desired trade-off between burst assembly
delay and burst size.
5.1.1. Simulation parameters

In the experiments, the arrivals at the ingress queue
were obtained from an Exponential-Pareto traffic gener-
ating source of rate r bits/s. The traffic source generates
superpackets (they can also be viewed as busy periods)
with exponentially distributed interarrival times of mean
1/l s. The size of each superpacket follows the Pareto
distribution with shape parameter b. If a super-packet has
size greater than l bytes, which is taken to be the size of
the packets used in the network, it is split and sent as a
sequence of packets of size l. The time units used for
displaying the results are measured in packet slots, where
1 slot¼ l/r (the transmission time of a packet).

The values of the parameters used in the performed
experiments were b¼1.2, r¼1 Gbps and l¼1500 bytes.
We used 1/l¼1.6 ms or 4.8 ms, corresponding to load
utilization factors p¼0.1 and p¼0.3. The parameter b
determines the Hurst parameter H¼(3�b)/2, which takes
values in the interval [0,1] and defines the burstiness of
the traffic. The closer the value of H is to 1, the more
bursty is the traffic generated.
Fig. 7. LMS performance for various loads p and values of: (a) th
5.1.2. Predictor performance

The accuracy of the estimations produced by the LMS
predictor used in the burst assembly schemes of Section 2
can be assessed by the relative error of the prediction,
defined as the inverse of the signal-to-noise ratio:

SNR�1
¼

P
e2ðkÞP
N2
ðkÞ

,

where N(k) is the actual number of packet arrivals during
the kth frame, N̂ðkÞ is its estimated value at the beginning
of that frame, and eðkÞ ¼NðkÞ�N̂ðkÞ. The results of Fig. 7
examine the dependence of the performance of the LMS
predictor on the frame duration t, the order of the
prediction filter h, and the traffic load p. In particular,
Fig. 7a shows the way the relative error varies with the
frame duration t for bursty traffic (H¼0.9). As expected,
short frame durations result in smaller values of relative
error, since for bursty traffic, the traffic characteristics
remain static only for short periods of time. For light
traffic, the predictor’s performance is worse than it is for
heavy traffic. This can also be seen in Fig. 7b, which
illustrates the impact that the order of the filter has on
relative error. This figure also demonstrates that there is
very little improvement when the order of the filter is
increased beyond a certain value. This is in agreement
with the results in [10], where it was argued that the
performance of linear predictors for internet traffic is
dominated by short-term correlations, and we do not
have to ‘‘look deep’’ into the history of traffic arrivals to
obtain a valid estimation. A small order of filter is, there-
fore, preferable, since it also implies smaller computation
overhead. As the frame size t increases, the relative
prediction error remains steady after a certain value
(t40.005 s) when the traffic is light (p¼0.1, p¼0.03),
while it worsens slightly for heavier traffic (p¼0.3).

5.1.3. Comparison between the burst assembly schemes

In this section we compare the average burst size
versus average burst assembly delay performance of the
proposed burst assembly schemes to that of the pre-
viously proposed TAVE, TMAX, LMAX schemes. The results
e prediction period t, and (b) the length h of the predictor.
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reported here were obtained for bursty traffic (H¼0.9)
and varying load utilization factor p. The length h of the
LMS predictor was set to 4, while the frame size t varied
depending on the traffic load. The parameters of all the
schemes were chosen to produce average burst assembly
delays that lie in the same range so that the resulting
burst sizes can be compared. Time delays are measured in
slots. Figs. 8–10a illustrate the average burst size versus
the average packet burst assembly delay when the traffic
load is p¼0.03, 0.1 and 0.3, respectively. The labels in Figs.
8–10b display the details on the values of the parameters
NMIN, TA, LMIN and a that give the corresponding results.

Figs. 8–10a show that the LMAX algorithm exhibits (as
expected) the worst performance for light load (p¼0.03),
while its performance becomes relatively better for hea-
vier load (p¼0.1 and 0.3). The opposite is true for the NMIN
Fig. 8. Performance of the proposed algorithms for traffic load p¼0.03: (a) com

and (b) details on the values of the parameters used in the proposed algorithm

Fig. 9. Performance of the proposed algorithms for traffic load p¼0.1: (a) comp

(b) the parameters applied on the proposed algorithms.
algorithm, whose relative performance is worse for heavy
traffic, and improves for light traffic. For a given traffic
load, the NMIN algorithm exhibits worse relative perfor-
mance when the parameter NMIN is set at low values so as
to produce large bursts. This is because for small values
of NMIN, the algorithm cannot well tolerate estimation
errors. The aL algorithm always performs better than the
NMIN algorithm, but does not succeed in outperforming
some of the other algorithms considered. For a given
traffic load, its relative performance compared to the
other algorithms does not change with the choice of the
parameter a (small values of a produce longer bursts as it
can be seen in the figures). Among the previous burst
assembly schemes (TMAX, LMAX, TAVE), the TAVE algorithm
gives the best performance. The proposed TA algorithm
outperforms the TAVE algorithm, but the improvement is
parison of the proposed schemes with previously proposed algorithms

s.

arison of the proposed schemes with previously proposed algorithms and



Fig. 10. Performance of the proposed algorithms for traffic load p¼0.3: (a) comparison of the proposed schemes with previously proposed algorithms

and (b) the parameters applied on the proposed algorithms.
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rather small, as shown in Fig. 10a. The improvement is
more pronounced when the TA algorithm generates longer
bursts and when the traffic load is heavier.

The best performance is consistently demonstrated by
the LMIN algorithm, which achieves a 33% improvement
over the TA algorithm (the second best) for light traffic
load (p¼0.003 and 0.1) and an 8% improvement for
heavier traffic load (p¼0.3). For a given average packet
burst assembly delay, the LMIN algorithm produces bursts
of larger average size than all the other algorithms
considered. The LMIN algorithm can be considered a
variation of the LMAX algorithm, enhanced with the ability
to predict the time periods where the value of DBR is
expected to improve because of a large number of future
packet arrivals. Note that in most of the figures, the curve
that corresponds to the LMIN algorithm is parallel to and
above that of the LMAX algorithm.

5.2. Fast reservation protocols

In this section we evaluate the performance of the fast
reservation (FR) protocol of Section 3, using an OBS
network simulator [30] based on the ns-2 platform [31].
The FR protocol was combined with the TMAX, LMAX, and
TAVE burst assembly schemes, and used predictions to
estimate the corresponding burst length and/or the burst
assembly durations.

In the experiments we use a simple OBS network
consisting of two edge (ingress and egress) nodes and
one core node. A link’s bandwidth per channel is equal to
10 Gbps. The arrivals at the ingress node were obtained
from a Pareto traffic generating source of rate r¼1 Gbps,
while the mean On and Off periods were equal to
0.002 ms and 0.001 ms respectively. The traffic source
generates packets of fixed size, equal to l¼1500 bytes. In
each experiment we change the shape parameter b that
determines the Hurst parameter H¼(3�b)/2 and defines
the burstiness of the traffic. Specifically, we used the
values b¼1.2, 1.4, 1.6, 1.8; the closer the value of H is
to 1, the burstier the traffic can be characterized. Also, we
use a 16-order LMS filter, even though a filter with a
smaller order could also have been used. The value of the
step-size m of the filter was equal to 0.02. For the TMAX

assembly algorithm we used the following values for the
parameter TMAX: 0.006 s, 0.008 s, 0.01 s. For comparison
purposes, the corresponding values for the parameter
LMAX of the LMAX assembly algorithm were 488 KB,
651 KB, 813 KB, and were calculated based on

L¼ rRD, ð25Þ

where D is the average burst assembly duration (TMAX

parameter), L is the average burst lengths (LMAX para-
meter) and R is the rate of the Pareto traffic. The traffic
load r is defined as

r¼
onperiod

onperiodþof f period

: ð26Þ

Finally, for the average delay-based assembly algo-
rithm the values of the parameter TAVE we used were one
half of the corresponding values used for the parameter
TMAX (that is, 0.003 s, 0.004 s, and 0.005 s).

In the experiments we measured the following perfor-
mance metrics:
�
 the relative error of the prediction of the burst size and
the burst assembly duration, defined as the inverses of
the signal-to-noise ratios

SNR�1
¼

P
e2

L ðkÞP
L2
ðkÞ

,

and

SNR�1
¼

P
e2

DðkÞP
D2
ðkÞ

,

respectively, where eLðkÞ ¼ LðkÞ�L̂ðkÞ and eDðkÞ ¼

DðkÞ�D̂ðkÞ
�
 the probability of the BHP performing a successful
reservation. In the TMAX algorithm a reservation is
successful if the size of the predicted burst (plus d) is
bigger than the actual burst size, that is, if Eq. (16)
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holds. In the LMAX algorithm a reservation is successful
if the predicted burst assembly duration (plus e) is
larger than the actual assembly duration, that is, if Eq.
(15) holds. Finally in the TAVE algorithm a reservation
is considered successful if Eq. (13a) and Eq. (13b) are
both valid. Note that a failed reservation does not
result in a burst loss, since the estimates are compared
to the real values, when the burst assembly is com-
pleted, and a new BHP is sent if needed. It only results
in some loss of efficiency in the small interval between
the reservation and the cancellation, where the
resource remains idle.
Generally we want to have small relative errors and a
large probability of successful reservations.

We first present the results for the FR protocol when
combined with the TMAX and LMAX burst assembly algo-
rithms in order to separately evaluate the two LMS filters
used. Subsequently, we present the results obtained for
. 11. The relative error of the burst length prediction versus the shape param

the TMAX assembly algorithm.

. 12. The empirical cumulative distribution function (cdf) of occurrences of t

embly duration TMAX¼0.01 s.
the FR protocol when combined with the TAVE algorithm,
where both LMS filters are used.
5.2.1. FR protocol combined with the TMAX algorithm

Fig. 11 illustrates the relative error of the burst length
prediction versus the shape parameter b, for different
values of the burst assembly duration TMAX. We observe
that the relative error of the burst length prediction
is quite small and decreases as the shape parameter b
increases.

Fig. 12 illustrates the cumulative distribution function
(cdf) of the errors of the burst length filter predictions for
burst assembly period D¼TMAX¼0.01 s (which corre-
sponds to about 813 KB of burst length) and shape
parameter b¼1.4. The average error measured is equal
to 0.135831 KB, which is quite small compared to the
average 813 KB burst length, and is due to statistical
fluctuations (the estimator is unbiased).
eter b, for three different values of the burst assembly duration D¼TMAX

he burst length prediction errors eL, for the TMAX assembly algorithm and
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The probability of successful reservations was also
evaluated for safety margins d that correspond to different
correction parameters cd¼0, 1, 2, and 3. The experiments
were conducted for burst assembly period D¼TMAX¼

0.006 s. Fig. 13 shows the probability of the BHP success-
fully performing a reservation for various values of the
shape parameter b and correction parameter cd. We
observe that the results obtained for cd equal to 2 or 3
are quite satisfactory, and the probability of successful
reservations increases as cd increases. These results are
consistent with the results also presented in [12].

5.2.2. FR protocol combined with the LMAX algorithm

Fig. 14 shows the relative prediction error for various
values of the shape parameter b and three different
choices for the burst lengths LMAX. These three values
correspond to the values we used for the burst assembly
Fig. 13. The probability of successful reservations versus the correction parame

algorithm. The burst assembly period was TMAX¼0.006 s. A choice of 2 or 3 for th

satisfactory performance.

Fig. 14. The relative error of the prediction versus the shape parameter b, for

LMAX.
duration D, according to Eq. (12). As in the case of the
TMAX algorithm, we observe that the relative error of the
prediction decreases as the shape parameter b increases.

Fig. 15 illustrates the cumulative distribution function
(cdf) of the prediction errors for L¼LMAX¼813 KB (which
corresponds to about 0.01 s burst assembly duration) and
shape parameter b¼1.4. The average prediction error was
equal to 0.000194 s, which is quite small (compared to
the 0.01 s average assembly duration) and is due to
statistical fluctuations. Note that the error empirical cdf
is not exactly symmetric (the probability that the error is
negative is 0.4), but the error is generally very small.

The probability of successful reservations of the LMAX

algorithm was evaluated for different safety margins e,
using correction parameters ce¼1, 1.02, 1.05, 1.08, 1.1,
1.5, 1, 2, and burst size L¼LMAX¼813 KB. Fig. 16 shows
the probability of successful reservations for various
ter cd, for different values of the shape parameter b for the TMAX assembly

e correction of the correction parameter cd is adequate for obtaining very

the LMAX assembly algorithm and three different values of the burst size



Fig. 15. The cumulative distribution function (cdf) of occurrences of the errors eD of the burst assembly duration filter predictions, for the LMAX assembly

algorithm and burst size LMAX¼813 KB.

Fig. 16. The probability of successful reservations versus the correction parameter ce, for different values of the shape parameter b. The burst size was

L¼LMAX¼813 KB. Choosing ce to be larger than 1.5 gives satisfactory performance.

Fig. 17. The probability of a BHP successful reservation versus the shape parameter b, for the TAVE assembly algorithm with TAVE¼0.003 s. We used

length correction parameter cd¼3 and assembly duration correction parameter ce¼2.
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Fig. 18. The relative errors of TMAX, LMAX and TAVE versus the shape parameter b.
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values of the shape parameter b and correction parameter
ce. We observe that choosing ce¼1.5 or 2 provides
sufficiently high success probability and the probability
of successful predictions increases as ce increases.

5.2.3. FR protocol combined with the TAVE algorithm

When the FR protocol is combined with the TAVE

assembly algorithm, we have to use two LMS filters
to predict the length of the next burst and the burst
assembly duration. Fig. 17 shows the probability of
successful reservations, using safety margins d and e; in
particular, we used burst length and assembly duration
correction parameter cd¼3 and ce¼2, respectively. The
success probability is calculated by multiplying the prob-
ability of successful predictions of the two LMS filters
used. The corresponding experiments were conducted for
average delay parameter TAVE¼0.003 s. From Fig. 17 we
see that the success probability is quite high and slightly
deteriorates when the shape parameter b of the Pareto
traffic increases. As already mentioned a failed reserva-
tion does not result in burst loss, but only has some small
effect on efficiency.

Fig. 18 compares the TMAX, LMAX and TAVE (for both
filters) relative errors, for different values of the Pareto
parameter b. Note that the filters predicting burst assem-
bly durations have larger relative errors than those pre-
dicting the burst sizes.

6. Conclusions

We proposed four new burst assembly schemes for
OBS networks based on traffic prediction. The LMIN

assembly scheme seems to be the algorithm of choice
when the average burst assembly delay (for a given burst
size) or the average burst size (for a given burst assembly
delay) is the criterion of interest. One should note,
however, that the TAVE and the TA algorithms may be
preferable when the delay jitter is the main consideration
(both of these algorithms also give a satisfactory average
burst assembly delay to average burst size ratio). We also
presented a general formulation for combining fast
reservation (FR) schemes with the TMAX, LMAX and TAVE

burst assembly algorithms, to further reduce the pre-
transmission delay in OBS networks. Moreover, the FR
scheme used for the TAVE algorithm can also be combined
with the proposed burst assembly schemes (NMIN, aL, TA,
and LMIN). We find that the probability of successful
reservations using fast reservations is very satisfactory,
provided that a small correction term (2 to 3 times the
root mean square error) is added to the predicted burst
length and assembly duration estimates. The proposed
schemes and protocols can be used to reduce the end-to-
end delay and increase the size of the bursts produced,
while making efficient use of the bandwidth, and main-
taining a good probability of success for the reservations
needed in an OBS network.
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