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ABSTRACT ance of the residual energy at the nodes after all data trans-
In this work we study the combination of multicost routingjanfer has been complet'ed, the average T‘“mber of hgps on the
variable transmission power in wireless ad-hoc networks ;Eaths taken, the fraction of packets delivered to theiridast

" fion, the average packet delay, and the network througi@ut.

multicost routing, each link is assigned a cost vector Gﬂns'simulation results show that the proposed multicost rgusik

ing of several parameters, These parameters are trea_tad Sgegrithms reduce interference and energy consumptionadpre
rately and are combined at the end of the algorithm using var-

ious optimization functions, corresponding to differemiting energy consumption evenly across the network, and improve

. . network performance and lifetime.
schemes, for selecting the optimal path. The cost parameter he remainder of the paner is oraanized as follows. In Sec
we use are the hop count, the interference caused, the nod-g pap 9 :

residual energies, and the node transmission powers. Weth%]- 2 we report Previous work. In Section 3 we des_cnbe
sume that nodes can use power control to adjust their transr}li € proposed muIFlcost mterference/ener_gy-awg re rguain
sion power to the desired level. The experiments conduc% |thms. In Section 4 we present the S|mulat|on_ model_. In
show that the combination of multicost routing and adjuistab ectlor) 5 we present the performance results obtainedl-ina
transmission power can lead to reduced interference arlg)enén Section 6 we conclude the paper.
consumption, improving network performance and lifetime.

Il. PREVIOUSWORK

I. INTRODUCTION .
obucTio A great deal of previous work on ad-hoc networks has focused

An ad-hoc network is a set of nodes that have the ability to-cown the design of efficient routing protocols, where efficieisc
municate wirelessly without the existence of any fixed isfrainterpreted using a variety of performance criteria. Soragke/
tructure. Nodes in an ad-hoc network use other nodes as int@ve designed routing protocols that exhibit small endstd-
mediate relays to transmit packets to their destinatiomsceS delay, adaptiveness to the movement of the nodes, efficgent u
nodes are usually battery operated, energy conservatian isof the bandwidth, small number of packet transmissionsper o
important issue. Furthermore, because of the broadcastenatimize some other criterion. All these algorithms are gl
of the wireless medium, ad-hoc networks are also limited lopst, in the sense that for each link there is a scalar coatrpar
interference/capacity considerations. eter. In the present work, we focus on multicost routing, ehe
The combination of power control and multicost routing caa vector of cost parameters characterizes each link.
help alleviate the energy and interference limitationstbhac [11[2][3] present some well known routing algorithms for
networks. We propose and evaluate joint power control aad-hoc networks, where the metric optimized is the hop count
multicost routing algorithms that incorporate the follogricost or the end-to-end delay. [4] uses the link quality as the cost
parameters: the hop count, the interference caused by atpaaketric for routing, while [17] uses the ETX metric, which in-
transmission, the residual energy of the nodes, and the-trarorporates the link loss ratios, and the interference amnsang
mission power used. We assume that nodes can adjust teessive links of a path. A great deal of work has also been
transmission power to the minimum required level for cohereperformed on energy efficient routing. [6] is one of the first
reception at the recipient node; in contrast, networks tisat works proposing energy aware routing for ad-hoc networnks. |
static transmission power consume more power than negess&i a distributed protocol to find the minimum power topology
leading to energy squander and increased interference. Hsipresented. In [6] five energy-related metrics are present
thermore, multicost routing makes application-specifigtirgy In [7] and [8] link costs are calculated based on the energy
possible, and permits the use of metrics that could not be cexpenditure for unit flow transmission and the initial anside
sidered in single-cost routing. ual energy at the transmitting nodes. In [9] a cost metrit tha
The context in which our energy- and interference-awaiga function of the remaining battery level and the number of
routing schemes are evaluated is that of the evacuation probighbors of a node is used. Transmission power contradés al
lem, where the network starts with a certain number of pagiroposed in various works to achieve efficient energy use. In
ets to be routed and a certain amount of energy per node, @] two algorithms are proposed for the calculation of thde
the objective is to serve the packets with minimum delay, tnansmission power. In [7] a distributed algorithm is praed
to serve as many packets as possible before the energy athia¢ maximizes the node lifetimes. Other works incorporate
nodes is depleted. We are interested in the mean and the vamiwver control in the MAC layer [11]. In [12] the Slow Start
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MAC Protocol is proposed, where power control and a slo Cost Parameters for Ad Hoc Networks

DATA packets. _ _ o aware multicost routing algorithms are the following.
All the protocols mentioned above base their decisions on a

single, scalar metric (which may be a function of severarmet * The number of hopk. The associative operaterused in
rics). Despite the potential of multicost routing, the @rsé this case is the addition:

activity in this field has not been intense. The idea of maéic
routing was presented in [15], where it was applied to wieli
max-min fair share networks. [16] has investigated mustico
routing in wireless ad-hoc networks, but this work does not

take interference metrics into account and it does not assum o )
power control capability. * The minimum residual energy of a path. Here we use

the residual energl at the transmitting node of linkas
the link cost metric. The minimum residual energy on the
path is then obtained by applying the minimization opera-
tor to the link cost metrics to obtain:

h= Z|J=1h|>

whereh, = 1 for all links|. Paths with a small number of
hops are generally preferable to longer paths.

[1l. | NTERFERENCEENERGY-AWARE MULTICOST
ROUTING ALGORITHMS

A. The Multicost Routing Approach

In single-cost routing, each link is assigned a single cast-m R=min_;_jR.
sure (that may even be a function of several parameters), and
a minimum-cost algorithm is used to find the optimal path. In
contrast, in the multicost routing approach considerechen t
present paper, each link is characterised by a vector ofpeast
rameters. A cost vector is then defined for each path based oR The sumily, or the maximunT,, of the transmission pow-
the cost vectors of its constituent links. During the patitdv- ers used by the nodes on a path. If we denoteTby
ery process, paths found to be dominated by another path with the transmission power required for correct reception over
respect to all cost components, are discarded and ignogeetth link I, thenT; is obtained by combining the link metrics
after. Finally, an optimization function is applied to thest using the additive operator, whilg, is obtained by com-
vectors of the paths in order to select the optimal path. The bining the link metrics using the maximization operator:
multi-cost problem is a generalization of the multi-coastt .
problem, where no constraints exist. Ti=3_,T

The basic difference between multicost and single-cogt rou or
ing is that in multicost routing the cost parameters aretd¢iba To =maxi—1,_jT.
separately until the very end, when an optimization funrciso
applied, while in single-cost routing all the parametera tifik
are combined in a single metric. Due to this feature singl-c
routing restricts the type of criteria that can be used fot-ro
ing, and cannot provide different QoS levels. Moreover,tmul

cost routing maintains a set of (non-dominated) paths fohea . The total interferencé, or the maximum interferendg

The minimum residual energ® indicates the degree to
which a path is energy-critical. Paths with large minimum
residual energy are generally preferable.

Paths with small values fof; consume little total en-
ergy, and are therefore preferable. Similarly, paths with
small values ofl, avoid energy-critical nodes and are also
preferable.

source-destination pair, instead of just one path, whidhes
case for single-cost algorithms. Finally, the inclusionparty

(that is valid for the paths produced by single-cost roytisg
not valid for the paths selected by multicost routing, imadiiog

that the two approaches are very different.

Briefly summarizing the above, each lihks assigned &-
dimensional cost vectag = (uy, Uz, ..., Uy ). The cost vector
V(P) = (V1,Vs,...,V) of a pathP, is then obtained from the
cost vectors of the linkk= 1,2, ..., j, that comprise it by ap-
plying component-wise a monotonic associative operattm
each cost vector parameter:

The operator may be different for different cost components

Generally, the parameters included in the path cost veater,

categorized by the way they are obtained from the link cost
components, that is by the associative operator used fdér eac

component, and by the criterion that is applied (maximazati
or minimization) to select the optimal path.

caused by using a path. As in [13], we define the inter-
ferencel, caused by using link as the number of nodes
(other than the transmitter and the receiver) that are withi
the transmission range of the end nodes of linkf we
denote the distance between the transmétand the re-
ceiverb of link | = (a,b) by |a, b, then:

I =l@p = [{ceV,|b,c| <l|ablulac| <|ab|}—2

The total interferencé; or the maximum interferende,
caused by using a path is obtained by employing the addi-
tive or the maximization operator, respectively, for com-
bining the interference metrics of the links on the path:

=340
or

Paths that create little total interferenigeor little maxi-
mum interferencé, are generally preferable.
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C. The Multicost Routing Algorithms

simulated consists of 16 stationary nodes randomly placed i

We combine the aforementioned cost parameters in differénfwo-dimensional 350x350area. A constant (independent
ways to produce various multicost routing algorithms. Theyf the distance) energy is also consumed for packet reeeptio
following table contains the optimization functions exaed. YWhen a node is idle we assume that it consumes no energy.

All of them select the patP with the minimum cost returned
from the corresponding function.

Table 1: The multicost routing algorithms

In addition to the above adjustable power case, we also con-
sidered the static transmission power case; in that cassje n
may expend an unnecessarily large amount of energy and cause
unwarranted interference to other nodes, when the deséred r
cipientis at a smaller distance than the static transnigsioge

Name Optimization function|  ysed. Since our emphasis is on comparing different multi-
Minimum Interf. 11(P) cost strategies, we assumed that nodes have all the informat
MAX Interf. leo (P) they need for making routing decisions (e.g., residual gner
Minimum Transmission Power| T;(P) transmission power), and no control/update packets aatkc|
SUM/MIN Energy-Interf. %7 overhead were included in our simulations. All algorithms u

der evaluation are equally affected by this decision, tines t
comparison results are fair.
The performance of the proposed routing algorithms was

SUM/MIN Energy-Interf. 7“‘“’);(%';)'1“’)

-Half Hop

MAX/MIN Energy-Half-Interf. Tw(P);(P)Iw(P) evaluated in thg set_ting of the evacuation problem. Ir_l this
R problem, there is a fixed number of packets per node (viewed
MAX/MIN Energy-Half-Interf. (P« ;EP;* ~(P) as the traffic load of the network) that have to be delivered to

their destinations ("‘evacuated" from the network). Pacles-

tinations are uniformly distributed over all remaining esd
The cost parametets T; andl; are additive metrics, while Packet sizes are fixed to 500 bytes, and the transmis_sio'rsrate

the R, T. andl. are concave. Based on [18] the complexit?que?' to 0.1 packets/sec. The_ threshold for the receive@ipow

of any optimization function using at least two additive riet required for correct reception is the same for all nodes.

is exponential, except in the case where one of the two is the

hop metric. Also when one additive and one concave metric

is used then the complexity of the corresponding optimiratiwe conducted experiments to evaluate the performance of
function is polynomial. As a result the SUM/MIN algorithmshe proposed interference/energy-aware multicost rgutigo-
are exponential, while all the other algorithms are poly@m rithms. The performance measures of interest were:

-Half Hop

V. PERFORMANCERESULTS

IV. SIMULATION MODEL « The average residual enery remaining at the nodes,

We implemented the multicost interferencefenergy-awigea when all packets have been evacuated from the network.

rithms that correspond to the optimization functions oflédb
and carried out experiments using the Network Simulatdr[19
The power of the signal at a receiver that is at distathé®m

a transmitter is taken to be:

R (d)

The variancesi of the node residual energies.

The average number of hop®n the paths followed.

The received-to-sent packets ratio, denotedrBy Pack-
ets are dropped when a node runs out of energy before
transmitting all the packets it was supposed to forward.

_ R=A?
T (4m)2xda’

whereR is the transmission power and is the wavelength
used. The parametaiis the path loss constant, and is typically
between 2 and 4 depending on the wireless channel. In our
experiments we usea = 2, corresponding to the Free Space
propagation model without multipath phenomena. Nodes are
capable of adjusting their transmission power Specifically, .
we assume that all nodes can communicate directly with each
other and hence the network is fully connected, but, depgndi
on the routing algorithm employed, a node may choose not to
use the direct link to the destination, and use a multihop pat Figures 1 and 2 illustrate the average residual energy at the
instead. We assume nodes know the physical distances inghd of an evacuation period, and the variance of the residual
network, and adjust their transmission power to the minimuamergies, respectively, as a function of the number of gacke
value needed for coherent reception. Alternatively, aquoit evacuated per node. The Minimum Transmission Power algo-
such as the Slow Start power control protocol of [12] can bi#ghm outperforms the other algorithms examined with respe
used, to enable the transmitter and the receiver to agreeeontd the average residual energy left at the nodes, while the Mi
transmission power to be used. The MAC protocol we us@dum Interference algorithm exhibits the worst performanc

is a modified version of IEEE 802.11. The ad-hoc networkhe results for the other algorithms lie between these twesa

» The average packet del®y, defined as the average time
that elapses between the beginning of an evacuation in-
stance and the time a packet reaches its destination, aver-
aged over all packets delivered to their destinations.

The network throughpu, defined as the amount of infor-
mation (in bytes) sent by the nodes during an evacuation
interval, over the corresponding time duration.



The 18th Annual IEEE International Symposium on Personal, IndetiMobile Radio Communications (PIMRC’07)

Average Residual Energy Average Nummber of Hops per Path
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#packets sent per node

Figure 1: Average residual energy at the end of the evaguatio

problem, versus the number of packets evacuated per nodeFigure 4: Average number of hops on the paths taken as a func-
tion of the number of packets evacuated per node.

16
3 © F intuitive observation is that the number of hops on the pdéhs
: i 1 crease when the number of packets evacuated increases. This
: o I is explained by considering the depletion of the energy iateso
S | nodes as more packets are evacuated, which results in the se-
of lection of paths with fewer but "longer” links.

T T T T T i t
100 200 300 400 500 600 700 800 900 1000

#packets sent per node
Figure 2: Variance of the residual energy at the end of the-eva o
uation problem, versus number of packets evacuated per node y =]
Regarding the variance of the residual energy, shown in Fig- o
ure 2, for almost all the algorithms examined the varianée in -
tially increases, but then starts decreasing rapidly asuheer 10 20 0w 0 @0 ™0 w0 om 1000

#packets sent per node

of packets that are evacuated increases. The algorithinisitha

corporate the path residual enefin their cost functions (that Figure 5: Average throughput over an evacuation period.
is, the Mixed and Energy-Interference algorithms) perfoet:

ter, achieving a more even distribution of energy consuonpti

across the network. In contrast, the Minimum Interferenu a Delay
the Minimum Transmission Power algorithms do not change * T .
their paths when nodes start running out of energy, resyiitin 17 | SVARN B TR o |1
earlier depletion of the energy at some nodes, while thexe ar ; ' / —
still nodes with significant energy reserves. ‘O’///’\\
5

1.2

100 200 300 400 500 600 700 800 900 1000

1

#packets sent per node

0.8

i
5 o8 Figure 6: Average packet delay over an evacuation period.

04 4

0.2 4

T Figures 5 and 6 illustrate the average throughput achieved
10 200 00 400 500 600 700 800 900 1000 during an evacuation period, and the average packet delay, r
s st p s spectively, versus the number of packets evacuated. ThedVix
Figure 3: Received to sent ratio at the end of an evacuati%rﬁd the Energy-!nterference algorithms ?"Ch'e"‘? betteugtr-
put than the Minimum Interference algorithm, since the ferm
problem, versus the number of packets evacuated per node. . o .
algorithms energy efficient, and thus manage to deliver more

packets to their destinations before the energy is depleted

o

Figure 3 illustrates the received-to-sent packets a8as
a function of the number of packets that are evacuated. The
Energy-Interference and Mixed algorithms achieve bdaR®er
ratios, since they achieve in a longer lifetime for the netwo In this subsection we present the performance results for

Regarding the average number of hops per path illustratibeé MAX/MIN algorithms, obtained using the same net-
in Figure 4), the Minimum Transmission Power algorithm usegork and parameters as above. Indicatively, we present the
paths that have the largest number of hops. The paths sklefigures concerning the variance of the residual energy and
by the Mixed algorithms consist of fewer hops than those ste received-to-sent packets ratio. In Figure 7 we compare
lected by the Energy-Interference algorithms. Arathenters the MAX/MIN Energy-Half-Interference and the MAX/MIN

Performance of max/min algorithms
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Energy-Half-Interference-Half Hop algorithms with theiee  [6]
sponding SUM/MIN algorithms. We observe that in all occa-
sions the SUM/MIN algorithms performed better than the cor-|
responding MAX/MIN algorithms. In other words, tfig and 8]
I1 metrics, are more appropriate than ffeandl. metrics, re-
spectively, in making routing decisions: the summing up theyg,
values of the transmission powers of the nodes on a path and
the interferences on this path seems to be a more reprdgentatLo]
metric of the cost of using this path, than taking their maxi-
mum value. Note, however, that if both the andl; metrics

are used, the algorithm has exponential complexity, whiienv [11]
one them is replaced by tAg andl. metrics, respectively, the

7]

complexity is polynomial. [12]
. Variance of Residual Energy ‘ [13]
14 :K%’&%@%ﬂmﬁ?ﬂﬁrmnw M
12 S:UM/MIN Energy-Half-Interference L
3 " SUM/MIN Energy-Half-Interference-Half Hop
LS /A [14]
M
§ oo e
z: 5
ol ;
100 200 300 400 500 600 700 800 900 1000 [16]

Figure 7: Variance of the residual energy at the end of an-eva%
uation problem. [

(18]

VI. CONCLUSIONS

We proposed and analyzed several interference and energy
aware routing algorithms for ad-hoc networks that use power
control. The algorithms proposed use the multicost rouging
proach, where a vector of cost parameters is assigned to each
link or path. This is very different from (and gives diffeten
results than) single cost routing, where a scalar cost (tfagt

be a function of several cost parameters) is assigned to each
link and path. Multicost routing enables us to easily exam-
ine and implement a large number of different algorithmshea
optimizing a different cost function. We evaluated the algo
rithms proposed by looking at both delay and energy related
performance metrics. We found that the algorithms, thairinc
porate hop count, interference and energy related metiies g
the most balanced results. The function optimized, however
and the algorithm to be used, should not depend only on the
examined performance metrics which represent the inteodst

the network, but also on the QoS requirements of the user.
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