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Abstract—We analyze limited-wavelength translation in
regular all-optical, wavelength division multiplexed (WDM)
networks, where up to wavelengths, each of which can carry
one circuit, are multiplexed onto a network link. All-optical
wavelength translators with a limited translation range permit
an incoming wavelength to be switched only to a small subset
of the outgoing wavelengths. We focus on the wraparound mesh
and hypercube WDM networks, and analyze the case where an
incoming wavelength can be switched to one of ( = 2 3)
outgoing wavelengths (called thefeasible wavelength set). Our
analysis captures the state of a feasible wavelength set at a network
node, which allows us to obtain the probability that a session
arriving at a node at a random time successfully establishes a
connection from its source node to its destination node in each
of these topologies. Based on this probability, we quantify the
throughput and blocking performance of limited wavelength
translation, and compare it to that of no wavelength translation
and full wavelength translation. We demonstrate that in regular
networks it can obtain most of the performance advantages of
full translation at a fraction of the cost, and we present a simple,
economical switch architecture to effect limited wavelength
translation at a cost that is effectively independent of the number
of wavelengths in the system.

Index Terms—All-optical network, hypercube, mesh, perfor-
mance analysis, throughput, wavelength division multiplexing
(WDM), wavelength translation.

I. INTRODUCTION

RECENT interest in all-optical networks (e.g., [5], [3]) has
focused attention on wavelength division multiplexing

(WDM) as a promising technique for utilizing in a natural way
the terahertz bandwidth of optical fiber. A critical functionality
for the scalability and improved performance of multihop
WDM networks iswavelength translation,that is, the ability of
network nodes to switch data from an incoming wavelength
to an outgoing wavelength . Two different classes of
wavelength-routing nodes important in this context are: nodes
with a full-wavelength translationcapability, which translate
an incoming wavelength to any outgoing wavelength and
nodes withno-wavelength translationcapability, which map
each incoming wavelength to the same outgoing wavelength,
the so called wavelength-continuity constraint (e.g., [4]). The
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requirement of wavelength continuity increases the probability
of call blocking and can be avoided by the use of wavelength
translation.

Although full-wavelength translation is desirable because it
substantially decreases blocking probability ([2], [9]), it is diffi-
cult to implement in practice due to technological limitations.
Since all-optical converters are still being prototyped in lab-
oratories and are likely to remain expensive, researchers have
turned their attention to searching for suitable alternatives. The
analysis by Subramaniamet al. [14], found, for instance, that
there is no significant degradation in network performance even
when only a few (as opposed to all) of the network nodes have
a full-wavelength translation (conversion) capability. A natural
question that arises is, whether or not similar performance ad-
vantages can be obtained by using switches that have only a
limited wavelength translationcapability, where an incoming
wavelength can be translated to only a small subset (as opposed
to all) of the available outgoing wavelengths. This problem as-
sumes practical significance when one considers that all-optical
wavelength translators demonstrated in laboratories to date are,
in general, capable only of limited translation (e.g., [22] and
[20]).

Realizing this limitation, researchers have begun studying
limited wavelength translation in a systematic way to quantify
its advantages vis-a-vis no wavelength translation and full
wavelength translation. Yateset al. [20] were the first to
present a simple, approximate probabilistic analysis for single
paths in isolation, while Gerstelet al. [23] were the first to
examine limited wavelength translation for ring networks under
a nonprobabilistic model. Recently, Wauters and Demeester
[21] have provided new upper bounds on the wavelength
requirements for a WDM network under a static model of
the network load and have also looked at the problem under
dynamic traffic conditions, while Ramaswami and Sasaki [13]
have provided a nonprobabilistic analysis of the problem for
ring networks and, under certain restrictions, for tree networks
and networks of arbitrary topology. Although their models are
valuable and make no assumptions about traffic behavior, they
focus most often on the static (one-time) problem, where there
is a set of source–destination pairs that have to be connected
and the objective is to serve as many such connection requests
as possible. Such a model does not capture the dynamic nature
of a network, where requests arrive and leave at random instants
of time continuously over an infinite time horizon.

In this paper, we analyze limited wavelength translation in
regular all-optical WDM networks, such as a torus network or
a hypercube network that uses either crossbar ordescending di-
mensionsswitches. Descending dimensions switches are much
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simpler to build and implement than the crossbar switches usu-
ally assumed for the hypercube. We consider-adjacent wave-
length switching,where an incoming wavelength can be trans-
lated only to a subset consisting ofof the outgoing wave-
lengths (i.e., to wavelengths in addition to itself), and we
call the set of output wavelengths thefeasible wavelength set.
We wish to answer the following question: For a given network
topology, how much of the performance improvement provided
by full-wavelength translation over no wavelength translation,
can we achieve by using switches with only a limited transla-
tion capability? Namely, for a given probability of success, how
much of the improvement in sustainable load provided by a net-
work with full wavelength translation does a network with lim-
ited wavelength translation provide?

Our analysis for the torus and hypercube topologies demon-
strates that -adjacent wavelength switching with only
suffices to give performance significantly superior to that ob-
tained with no wavelength translation, and close to that obtained
with full wavelength translation. The results that we obtain are
very close to the corresponding simulation results, and predict
network performance over a wider range of network loads than
previous works. We find that the extent of translationdoes not
have to be a function of the total number of wavelengths,
as argued in previous works. This is because the models used
by previous works are based either on trying multiple options
simultaneously, or on using backtracking1 when establishing
the connection [20], [14], so that the improvements obtained in
those cases increased both withand with . When a more re-
alistic scenario is considered, where at each hop a setup packet
examines only the outgoing wavelengths at that hop, instead of
examining all possible paths from that hop onward, it turns out
(see Sections II and III) that the relative improvement in perfor-
mance when is increased does not depend on. Our results
show that in this case relatively small values ofyield perfor-
mance close to that of full wavelength translation.

We also look at an implementation of a limited wavelength
translation switch, which is based on the concept ofbulk fre-
quency conversions[1], where several wavelength translations
can be performed in parallel. We show that the switch is com-
posed of simple components with a cost that depends mainly on
the extent of translation, and depends only weakly on.

The remainder of the paper is organized as follows. We focus
first on the torus as a representative network and analyze it in
detail in Section II. In particular, in Section II-A, we explain the
node model used, while in Sections II-B and II-C, we discuss the
auxiliary queuing system that we use for the case of -ad-
jacent wavelength switching. In Section II-D, we derive the ex-
pression for the probability that a session arriving at a random
time successfully establishes a circuit. In Section III, we com-
pare our analytic results for the success probability with those
obtained by simulations for the torus, and discuss our results.
In Section IV, we extend our previous analysis to hypercubic
networks. Specifically, in Section IV-A, we consider the hyper-
cube network with simpledescending dimensionsswitches (or

1Here, backtracking refers to the case where, at a given node, the setup packet
of a session attempts to make a reservation, one by one, along each of the pos-
sible wavelength choices, until it finds a sequence of wavelengths along which
it is able to establish a circuit all the way to its destination.

the wrapped butterflynetwork) and in Section IV-B, we con-
sider the hypercube network withcross-barswitches. In Sec-
tion V, we present a simple, cost effective implementation of a
limited wavelength translation switch. Our conclusions appear
in Section VI.

II. L IMITED WAVELENGTH TRANSLATION IN THE TORUS

NETWORK

In this section, we examine limited wavelength translation in
a two-dimensional (2-D) wraparound mesh network, more pop-
ularly known as thetorus network. We focus on the mesh be-
cause we expect the results obtained for it to be representative
of the performance obtainable from practical networks, which
also tend to have small degree and several paths of similar dis-
tance between each source–destination pair. (Other authors, e.g.,
[7] and [17], have also verified the accuracy of their analyses by
applying it to the particular case of mesh and hypercube net-
works.)

A wraparound mesh consists of nodes arranged
along the points of a 2-D space with integer coordinates, with
nodes along each dimension. Two nodes and
are connected by a (bidirectional) link if and only if for some

we have and for .
In addition to these links, wraparound links connecting node

with node , and node with node
are also present. Therouting tagof a session with source node

and destination node , is defined as
, where

if

sgn if

(1)

for all , and sgn() is the signum function, which is
equal to 1 if , and equal to 1, otherwise.

In what follows, we analyze -adjacent wavelength
switching,where each wavelength , on
an incoming link can be switched on the outgoing link, either to
the same wavelength or to the next higher wavelength .
(A similar analysis exits for the case of 3-adjacent wavelength
switching [16].) We call the set of output wave-
lengths, thefeasible wavelength setof input wavelength . For
symmetry, we assume that the boundary wavelength can
be switched to wavelengths and . Note that this is not
merely an analytical convenience, but is also essential for per-
formance so that the total load is distributed equally among all
wavelengths on a link.

A. The Node Model

In our model, connection requests or unidirectional sessions
arrive independently at each node of the torus over an infi-
nite time horizon according to a Poisson process of rate, and
their destinations are distributed uniformly over all nodes, ex-
cept the source node. Each session wishes to establish a cir-
cuit (or connection) to its destination node for a duration equal
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(a) (b)

Fig. 1. (a) Relationship of the set of incoming wavelengths to the set of outgoing wavelengths at a nodes of the network when 2-adjacent wavelength switching
is used. (b) The auxiliary system̂Q (see Section II-B), which consists of two subsystemsQ andQ , each consisting of one server and no waiting space. The
rates (�) are chosen so that rate at which customers of type� depart from the subsysteml is  (�), l = 0; 1.

to the holding time of the session, which is exponentially
distributed with mean , and does so by transmitting a setup
packet along a path to its destination. Setup packets usedimen-
sion-orderrouting to establish the circuit, that is, they either tra-
verse all links along dimension 1 (horizontal) followed by all
links along dimension 2 (vertical) or visa versa. In our model,
links are bidirectional, so all incident links of a node (and their
wavelengths) can be used simultaneously for transmission and
reception. Our routing scheme is oblivious, or nonadaptive; that
is, the path followed by the session is chosen at the source, and
the setup packet insists on that path as it progresses from its
source to its destination. If the setup packet of a session is suc-
cessful in establishing the circuit, the wavelengths required by
it are reserved for the duration of the session. Otherwise, the
session is reinserted randomly into an input queue for the node
(which is ordered as per the times at which the sessions in it
must retry), and tries again when its turn arrives. Thus, a ses-
sion may try several times before it is finally successful. The
interarrival time between sessions inserted in the input queue
is several times the interarrival time between external arrivals,
so that the combined arrival process of the new sessions and
the reinserted sessions can still be approximated as a Poisson
process. Observe that this is an analytical convenience that sim-
plifies modeling and our subsequent analysis (see Sections II-A
to II-D), without detracting from our goal of obtaining the prob-
ability that a new session arriving at arandomtime is successful
in establishing a lightpath. In a practical system, however, it is
expected that blocked sessions will be allowed to try more fre-
quently. As we argue later, such a system would not affect the
blocking probability for new sessions arriving at a random time,
even though it would of course have smaller delay and would be
preferable.

By contrast, in the call dropping model used in other analyses,
sessions with longer path lengths are dropped with a higher
probability. The call dropping model, in addition to treating
long connections unfairly, also tends to overestimate the max-

imum throughput achievable, by favoring connections that re-
quire fewer hops.

In 2-adjacent wavelength switching, the switching of a new
session arriving on a wavelength on an incoming link of a
node (or a new session originating at the node that wishes to use
wavelength on its first outgoing link) depends only on the
availability of wavelengths and on the outgoing link,
since those are the only wavelengths thatcan be switched to.
Because of symmetry, we focus, without loss of generality, on
an incoming session that arrives over a particular wavelength,
say , and wants to use outgoing link of a node. Such a
session can only be switched to wavelengthsor on link

. Since our eventual goal is to evaluate the probability that a
session arriving on wavelength on an incoming link finds
wavelengths and on the outgoing link busy, we proceed by
enumerating all the possible ways in which these wavelengths
can be busy. Therefore, as depicted in Fig. 1(a), we concentrate
only on all those wavelengths on the remaining incoming links
that can be switched either to wavelengthor on link .
This allows us to characterize the state of the wavelengths
and on outgoing link , by the incoming (link, wavelength)
pairs that are at any time using wavelengthsand on link .
The following development, in essence, formalizes the approach
outlined above.

As shown in Fig. 1, , , and denote wavelength on
the incoming links , , and , respectively, which can be
switched to wavelength on link . Similarly, , , and

denote wavelength on links , , and , respec-
tively, which can be switched to wavelengthon link . (In our
notation, wavelength corresponds to wavelength .)
Finally, , , and denote wavelength on the incoming
links , , and , respectively, which can be switched ei-
ther to wavelength or to wavelength on link .

We define the joint state of a pair of outgoing wavelengths
according to whether they are being used or not by ongoing con-
nections and, if they are being used, according to the incoming
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link and wavelength over which these connections arrive. The
state of the outgoing wavelengths and is therefore repre-
sented by the pair , where and denote those
wavelengths on the incoming links that are being switched to
wavelengths and respectively on link . A wavelength on
link may also be idle or be used by a new session originating
at node . We denote by the state in which a wavelength is
being used by a newly generated session at a node, and bythe
state in which a wavelength is idle. Based on this, the possible
states of wavelengths and of link are

(2a)

and

(2b)

We denote by the set of states of a feasible wavelength set,
where

or or

and we denote by the steady-state probability that a fea-
sible wavelength set on link is in state . The states ,

, and , where two outgoing wavelengths are
being simultaneously used by a session arriving on a wavelength
on an incoming link, are infeasible, since we only consider uni-
cast communication, where an incoming session is switched to a
single outgoing wavelength. The states and how-
ever are feasible, and correspond to both outgoing wavelengths
being idle or to both being used by originating sessions, respec-
tively. We use the convention that the probability of an in-
feasible state is zero. The number of states infor a -dimen-
sional mesh can be found to be when -ad-
jacent wavelength switching is used, for a total of 61 states for
the torus network ( . The case , where an incoming
wavelength can be switched to two wavelengths in addition to
itself is also examined in [16]; in that case the number of feasible
states of a -dimensional mesh is ,
for a total of 1172 states for a torus network.

B. The Auxiliary System

To develop our analysis further, we focus on setup packets
emitted on wavelength or of link , and we define thetype

of a setup packet (and of the corresponding session) according
to whether it belongs to a session originating at the node or ac-
cording to the incoming link and wavelength , ,

, upon which it arrives. Therefore, the set of pos-
sible types is . We also let denote the
rate at which setup packets of typeare emitted on an outgoing
wavelength , , at a node of the torus. Our problem
now is to calculate . To do so we approximate
as the stationary distribution of an auxiliary systemdefined
as follows [see Fig. 1(b)].

The system consists of two subsystems and ,
each of which has a single server and no waiting space.
Customers of type arrive at the system according to
a Poisson process with rate . Customers of type

(that is, those arriving on wavelength on
either one of the three incoming links) ask for the server
of , while those of type (that is,
those arriving on wavelength on either one of the three
incoming links) ask for the server of , and these customers
are lost if the corresponding server is busy. Customers of type

(that is, those arriving on wavelength
) ask for server or with equal probability. If the

server they ask for is busy, they proceed to the other server,
and are dropped only if both servers are busy.

Finally, we require that the rate at which customers of type
are accepted in the auxiliary systembe the same as the rate

at which setup packets are emitted from an incoming (link,
wavelength) pair to the outgoing wavelength in the actual
system. For this to hold, we must have (3), shown at the bottom
of the page. Equation (3) basically says that the rate at
which setup packets arriving on an incoming (link, wavelength)
pair aresuccessful(that is, they obtain their required wave-
length on the outgoing link) is equal to the rate at
which they arrive on the incoming (link, wavelength) pair times
the probability that their required outgoing wavelength is avail-
able.

for ;

for ;

for ;

for

(3)
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C. Calculation of Arrival Rates for the Auxiliary System

To complete our development, what remains is that we ob-
tain the rates at which setup packets that arrive over the
incoming (link, wavelength) pair are emitted over outgoing
wavelength . We do so in this section.

To calculate the rates , we observe that each wave-
length of a network link can be in one of four states [16]:
State 0, which corresponds to the case where the wavelength
is idle; State 1, which corresponds to the case where a wave-
length on the outgoing link at a node is used by a session
originating at node , that is, a session of type (or a
class 1session); State 2, which corresponds to the case where
a wavelength on is used by a session that is going straight
at node , that is, a session of type (or
a class 2session); and State 3, which corresponds to the case
where a wavelength on is used by a session that is making
a turn at node , that is, a session of type ,
and (or a class 3session). Analogously, setup
packets that place a link in state 1, 2, or 3, will be referred to
as being of class 1, 2, or 3, respectively.

In our routing scheme, destinations are distributed uniformly
over all nodes (excluding the source node) and no sessions are
dropped (recall that blocked sessions are randomly reinserted
into the input stream). Thus, wavelength utilization is uniform
across all wavelengths of the network, and the probabilities,

, , and that a wavelength is in state 0, 1, 2, or 3 can be
obtained simply by counting all possible ways in which a wave-
length can be in each of these states and normalizing appropri-
ately. (Their calculation is given in the Appendix.) We denote
by the total rate at which setup packets that are finally suc-
cessful are emitted on an outgoing wavelength of a link, and
by , the total rate at which classsetup packets
that are finally successful are emitted on a given outgoing wave-
length of a link. Clearly, . Applying Little’s
Therem to the system that consists of classsessions, and again
to the entire network, we obtain

(4)

where is the mean internodal distance of the torus, which can
be calculated to be

if is odd

if is even.
(5)

Referring once again to the actual system depicted in
Fig. 1(a), we see that the rates , at which setup packets
of type are emitted on wavelength , or 1, of an
outgoing link , can be related in the following way to the
rates at which class setup packets are emitted
on outgoing wavelength(we write the equations for outgoing
wavelength ; the case of wavelength is similar)

(6a)

(6b)

and

(6c)

Using the symmetry of the rates on the wavelengths of in-
coming links, we obtain

for

for

for .
(7)

Equation (7) when substituted into (2) and (3) gives us the
arrival rates for the auxiliary system of Fig. 2(b).

The steady-state probabilities , , of the auxiliary
system (which can be obtained numerically without approx-
imations) are used to approximate the probability that the
wavelengths and (or, more generally, and ) of
the outgoing link are in state . We are now very close
to our final goal of obtaining the probability that a setup
packet arriving on a certain wavelength on an incoming link
finds the wavelengths of its feasible wavelength set (on the
outgoing link) busy. In the following section, we use the state
probabilities , just obtained to derive an expres-
sion for the probability that a session successfully establishes
a circuit to its destination.

D. Probability of Successfully Establishing a Circuit

The probability that a new session arriving at a random time
successfully establishes a circuit from its source node to its des-
tination node depends on its routing tag , which is es-
sentially the number of hops that a session has to traverse along
the vertical and horizontal axes to get from its source node to
its destination node, and was formally defined in Section II. We
denote by the probability that a new session will
succeed in establishing a connection on a particular trial, given
that it has a routing tag . Using the approach in [16],
in this section we will first find an approximate expression for

, and from it an expression for the probability
that a new session trying to establish a circuit at a random time
is successful.

The path followed by a session with routing tag will
make turns along the way, and will go straight for a
total of hops, where is
the number of nonzero entries in . Thus, the probability

that a wavelength on the first link of the path is available is
the probability that the chosen wavelength on the outgoing link
is idle, and is given simply by

(8)

At each hop at which a session does not make a turn, the
probability that a wavelength or on the next link is
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available given that a wavelength on the previous link
used by the session was available, is

Pr or on available on vertical link

available

Pr or on available

neither nor on used by

on vertical link

(9)

The numerator in the above equation is the sum over all states
where either wavelength or is idle, excluding states
where either wavelength is in use by a session arriving on wave-
length on a vertical link. The denominator is simply one
minus the sum over those states where either wavelengthor

is in use by a session arriving on wavelengthon a ver-
tical link. The latter case must be excluded since the session
under consideration is arriving on wavelengthof a vertical
link, implying that wavelengths on the outgoing link could not
already be in use by a session on wavelength.

Similarly, at each hop at which a session makes a turn, the
probability that a wavelength or on the next link is
available given that a wavelength on the previous link
used by the session was available, is

Pr or on available on horizontal link

available

Pr or on available

neither nor on used by

on horizontal link

(10)

The logic for the above equation is exactly the same as that dis-
cussed for (9). In writing (9) and (10) above, we donotassume
that the probabilities of acquiring wavelengths on successive
links of a session’s path are independent. Instead, we account
partially for the dependence between the acquisition of succes-
sive wavelengths on a session’s path by using the approxima-
tion that the probability of acquiring a wavelength on link
depends on the availability of the corresponding wavelength on
link (in reality this probability depends, even though very
weakly, on the availability of corresponding wavelengths on all
links preceding link ). As the simulation re-
sults presented in the next section demonstrate, our approxima-
tion is a very good one, however.

The (conditional) probability of successfully establishing a
connection is then given by

For uniformly distributed destinations, we have
, which after some algebra, yields

(11)

for odd, and

(12)

for even, where , and , and are given by
(8), (9), and (10), respectively. The probability that a session is
blocked is therefore given by

(13)

As mentioned in Section II-A, two possible models for re-
trials are: our model or thedelayed retrialmodel, where blocked
sessions try again after a random time, and apersistent retrial
model, where blocked sessions retry continuously. Since in the
current formulation retrials have zero (or negligible) cost, the
network or link utilization will be similar in both cases implying
that the blocking probabilty for new arrivals will also be the
same in the two cases. The delay for the persistent retrial scheme
would be better, so this scheme could be expected to be used in
practice.

III. RESULTS AND DISCUSSION

In this section, we present simulation and analytical results
for the torus network for three different cases: the case of no
wavelength translation (or 1-adjacent wavelength switching);
the case of limited wavelength translation using-adjacent
wavelength switching, where ; and the case of full
wavelength translation (or -adjacent wavelength switching)
in a WDM network with wavelengths per link (fiber). We
note that full-wavelength translation provides the best achiev-
able performance (in terms of the realizable probability of
success for a given arrival rate per wavelength, or in terms of the
realizable throughput per wavelength for a given probability of
success) for a given number of wavelengthsper fiber. When
no wavelength translation is used, the different wavelengths
on a link do not interact with one another. Thus, an all-optical
network with wavelengths per fiber is essentially equivalent
to disjoint single-wavelength networks operating in parallel.
To obtain the probability of success in this case, it is therefore
enough to focus attention on any one of the independent
parallel networks, for which the analysis given in [16] applies.

We define the degree of translationof a -adjacent wave-
length switching system with wavelengths per fiber to be

Thus, corresponds to the case of full wavelength
translation (or -adjacent wavelength switching), while
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corresponds to the case of no wavelength translation (or
1-adjacent wavelength switching).

We define to be the probability of success in
a -adjacent wavelength switching system when the arrival
rate per node per wavelength is equal to , and we
define to be the throughput per node per wave-
length of a -adjacent wavelength switching system when
the probability of success is equal to . To quantify the
performance of limited wavelength translation vis-a-vis full-
or no-wavelength translation we also define thethroughput
efficiency of a -adjacent wavelength switching
scheme with wavelengths per fiber, for a given probability
of success , to be

(14)

and thesuccess efficiency of a -adjacent wave-
length switching system, for a given arrival rate per node per
wavelength , to be

(15)

The throughput and success efficiencies represent the
degree of improvement (over no wavelength translation) in
the throughput and in the probability of success respectively,
that is obtained when limited wavelength translation with

-adjacent wavelength switching is used, as a percentage of
the improvement obtained when full wavelength translation
is used. For (full wavelength translation), we get

and , while for
(no wavelength translation), we get

and or no improvement.
In Fig. 2 we present the results comparing our analysis and

simulations for the probability of success plotted versus
the arrival rate per node per wavelength when lim-
ited wavelength translation to only one or two additional wave-
lengths (i.e, ) is permitted. The analytical results for

-adjacent wavelength switching shown here, were ob-
tained using the analysis presented in [16]. Each point in our
simulation was obtained by averaging over successes.
Observe that limited translation to only one or two adjacent
wavelengths provides a considerable fraction of the improve-
ment that full wavelength translation provides over no wave-
length translation. These benefits are summarized in Table I,
where we illustrate the throughput and success efficiencies for
a torus ( ) for a few selected points.

Also the benefits of wavelength translation diminish as the ex-
tent of translation increases, and eventually appear to saturate.
We see therefore that our analysis and simulations predict that
limited translation of small range, i.e., or , gives most
of the benefits obtained by full wavelength translation, where

. See for instance Fig. 2(b), which also illustrates the
network performance for wavelengths. As is evi-
dent from the plots, increasing the extent of translationbeyond
some value leads to diminishing returns. (In fact, based on our
observations, we feel that increasingbeyond the diameter of

Fig. 2. Success probabilityP versus the arrival rate per wavelength�, for
a mesh of sizep = 11, for W = 8 andW = 20 wavelengths per link. All
calculations and simulations have been performed with session holding times
exponentially distributed with meanX = 1:0.

the network will result in only a negligible increase in the prob-
ability of success.) Our results have recently also been corrobo-
rated by Tripathi and Sivarajan [17], who found that for arbitrary
topology networks also, translation to adjacent wave-
lengths gave almost all of the benefits of full wavelength trans-
lation. The difference between their work and ours, however,
is that the analysis in [17] still uses the “blocked calls cleared”
model, and involved modified reduced-load approximations and
so is tractable only for small networks in the regime of very low
blocking probability.

By contrast, using the model that they had considered, Yates
et al. [20] had predicted based on their simulations that limited
wavelength translation of degree50% [which corresponds ap-
proximately to in our notation, since Yateset
al. define the degree of translation by the number of transla-
tions allowed oneither sideof the input wavelength] would be
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TABLE I
QUANTIFYING THE BENEFITSOBTAINED WITH LIMITED WAVELENGTH TRANSLATION, WITH k = 2; 3

needed to give performance nearly equal to that of full wave-
length translation. Yateset al., however, obtained improved re-
sults by using a model where a new session attempts to es-
tablish a connection by trying different starting wavelengths,
and, in fact, by examining all alternate routes emanating from
each of those wavelengths. Such improvements are based essen-
tially on trying multiple options simultaneously, or alternatively
on using backtracking while establishing the connection, which
would not be practical in many cases in view of roundtrip de-
lays and the blocking of other sessions that will occur during
the setup phase, if it is done through multiple setup packets.
(This is because, when multiple wavelengths are tried in par-
allel, capacity must be held on multiple paths, until the node
initiating the multiple setups learns which of the alternate paths
was successful, and removes partial or possibly complete reser-
vations along other paths. The longer the roundtrip delays, the
longer this takes and the longer the capacity reserved on the mul-
tiple paths blocks future sessions. This could be partially miti-
gated by intelligent, distributed reservation and connection con-
trol schemes [11], [19].) The improvements obtained by trying
different options increase with increasing and . They in-
crease with because at each node a session examines allop-
tions (which would be impractical when the roundtrip delay is
comparable to session holding time, but could be practical oth-
erwise), and they increase with because at the first hop a ses-
sion examines all wavelengths on its outgoing link. Indeed if
the link utilization information available at a source is accurate
and connection setup takes zero time (that is, the roundtrip delay

0), then the results of Yates’et al.correspond to finding a path
when running the routing algorithm, and it would be possible in
this case to gain even further by trying not only alternative wave-
lengths, but also alternative topological paths from the source to
the destination.

Our model, on the other hand, considers the more practical
(in many cases) situation, where, at its first hop, a new session
selects a wavelength upon which to attempt and at each subse-
quent hop looks only at the availability of the wavelengths at
that hop and not of those beyond, and therefore does not try to
“see the future,” as it were. Our analysis illustrates that a fa-
vorable trade-off may result between the extent of translation
and the fraction of the performance of full wavelength transla-
tion that is achievable by using limited wavelength translation.
Furthermore, as is evident from the results presented in Fig. 2,
for a large range of network loads, limited translation of rela-
tively small degree suffices to give performance comparable to
that obtained by full wavelength translation. In Section V, we
will present a simple switch architecture capable of performing

Fig. 3. Comparing the probability of successP for the torus network,
obtained by using the link independence blocking assumption and the present
analysis. For small degree networks like the mesh the independence assumption
is seen to break down at larger loads, where as the present analysis accurately
captures network performance over the entire range of loads.

limited wavelength translation at a cost that is effectively inde-
pendent of .

In Fig. 3 we compare the probability of success obtained
via our analytical and simulation results with that obtained by
using the link independence blocking assumption, for the torus
network. As is evident from the plots, the present analysis is
very accurate for a large range of networks loads, including
heavy loads; the independence blocking assumption, however,
becomes inaccurate at heavy loads. The significant difference
for the mesh between the present analysis and an analysis using
the independence blocking assumption can be attributed to the
small node degree and large diameter (and mean internodal dis-
tance) of the mesh. A small degree leads to less mixing of traffic
and therefore a nonnegligible dependence between the proba-
bility of acquisition of successive wavelengths on the path fol-
lowed by the setup packet of a session. A large diameter tends
to amplify the inaccuracy in the probability of acquisition of
each link, since some paths are long. By contrast, as we will
see in Section IV-B, the large node degree of the hypercube
and its smaller diameter (and average hop length) enable the
independence blocking assumption also to predict the perfor-
mance accurately in that case, though not as well as the present
model. Similar observations about the accuracy of the indepen-
dence blocking model for hypercube networks vis-a-vis torus
networks were also made in [14].
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Fig. 4. (a) Ad � d crossbar switch, ad � d descending-dimensions switch,
and the modules out of which they are constructed. (b) A wrapped butterfly.
The straight links of the wrapped butterfly correspond to the internal links in a
descending dimensions switch, which we have shown with dashed lines above.
The cross links of the wrapped butterfly correspond to the external links of the
descending dimensions switch.

IV. L IMITED WAVELENGTH TRANSLATION IN THE HYPERCUBE

In this section, we focus on limited wavelength translation,
using -adjacent wavelength switching, in a-node hy-
percube network. In Section IV-A we consider a hypercube net-
work that uses simpledescending dimensionsswitches, while in
Section IV-B we consider a hypercube network with crossbar
switches.

A. Hypercube with Descending Dimensions Switch

For the -node hypercube network, the descending dimen-
sions switch (see Fig. 4) uses wires as opposed to the

wires of a crossbar switch, and is simpler, faster, and
cheaper than a crossbar switch ([18]). Furthermore, it uses

simple 2 : 2 switch/merge modules, which also have the advan-
tage of being the basic building blocks for several wavelength
routing networks (such as wavelength-interchanging cross
connect networks (WIXC); [1]).

The nodes and the links (external and internal; see Fig. 4)
of a -node hypercube network with descending dimensions
switches map in a 1-1 fashion to the nodes and links of a

-nodewrapped butterflynetwork [10]. We will henceforth
refer to them simply as the wrapped butterfly. The -node
wrapped butterfly network has levels and nodes per level
and is obtained by merging the first and the last levels of an
ordinary butterfly [Fig. 4(b)]. All nodes of the wrapped but-
terfly are seen as potential sources and destinations; however,
sessions have a destination at the same level with the source,
so a circuit always traverses exactly hops. The analysis
presented here for the wrapped butterfly applies (with simple
modifications) to other regular networks with two input links
and two output links per node. It is therefore applicable to
other multistage banyan networks like the perfect shuffle and
Debruijn networks that are important choices for wavelength
routed networks [12], [15].

The analysis for the wrapped butterfly parallels the develop-
ment for the wraparound mesh network, which we have pre-
sented in detail in Section II. In the wrapped butterfly network,
each session always uses exactlyhops to reach its destination,
so the probability of success is independent of the routing tag,
and may be written directly as

(16)

where and can be calculated in a way similar to that in
Section II. The detailed calculations appear in [16].

Fig. 5(a) illustrates analytical and simulation results for the
probability of success for a 64-node butterfly network,
with wavelengths per link, for various. Fig. 5(b) illus-
trates how the probability obtained by using the link in-
dependence blocking assumption differs from that obtained via
the present analysis, which is very accurate for a large range of
network loads. The accuracy of the independence blocking as-
sumption for the butterfly network is somewhat better than that
for the mesh for the case , and , and is quite good for the
case . This is because for the butterfly network there is a
tradeoff between the opposing effects of its node degree (which
being small, accentuates the difference between the actual per-
formance and that predicted by the independence assumption)
and its diameter (which being small, mitigates this difference).

B. Hypercube with Cross-Bar Switches

In this section, we examine 2-adjacent wavelength switching
in a -node hypercube network with cross-bar switches at the
nodes. While the wrapped butterfly network, analyzed in the
previous section, is an example of a sparse topology, the hy-
percube network, considered here, is an example of a dense
topology, with an average hop length about half that in a but-
terfly network of the same size.

The relationship between the incoming and outgoing wave-
lengths for the hypercube network, is similar to that illustrated
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Fig. 5. (a) Probability of successfully establishing a connectionP versus
the arrival rate per wavelength�, for a butterfly of 64 nodes, forW = 8

wavelengths per link and for variousk. (b) The probabilityP as obtained
by the independence blocking assumption and the present analysis.

in Fig. 1, except that each outgoing link is fed by incoming
links. For the hypercube network too, the average probability of
success can be calculated to be [16]

(17)

where and can be calculated in a way similar to that in
Section II, and appear in [16].

Fig. 6(a) illustrates the probability of success for an 8-D
hypercube, having wavelengths per link, for various,
while Fig. 6(b) illustrates how the probability of success

Fig. 6. Probability of successfully establishing a connectionP versus the
arrival rate per wavelength�, for an eight-dimensional (8-D) hypercube, with
crossbar switches, hypercube of dimensiond = 8, forW = 8 wavelengths per
link and various values ofk.

obtained by using the link independence blocking assumption
differs from that obtained via the present analysis.

V. IMPLEMENTATION OF A LIMITED WAVELENGTH

TRANSLATION SWITCH

In this section, we provide a simple, economical implemen-
tation of a switch capable of performing up to -adja-
cent wavelength switching. We will see shortly that the cost of
our switch depends mainly on the extentof translation and is
largely independent of the total number of wavelengths in
the system; a significant fact, considering that we have already
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Fig. 7. (a) Parametricdifference frequency generation(DFG) wavelength convertor. The DFG convertor can perform bulk wavelength conversions. (b) The
arrangements of the wavelengths and the corresponding frequency values for realizingk = 3-adjacent wavelength switching withW = 9 wavelengths.

shown that the performance of limited wavelength translation
compares favorably to that of full-wavelength translation.

The architecture that we present makes use of thedifference
frequency generation(DFG) wavelength convertors of Yooet al.
[1], which utilize the parametric wavelength conversion process
to realizebulk conversions,that is, to perform several wave-
length translations at once. In particular, if we consider the DFG
convertor as a black-box [Fig. 7(a)] that is pumped at a pump
wavelength , the incoming signal on wavelength is con-
verted to a wavelegth , where .
The bulk conversion property implies that a second input signal
at a wavelength is simultaneously converted to another
wavelength , where . As shown
in the figure, when and , the conver-
sion process is equivalent to interchanging and about
a virtual wavelength , whose frequency is set to be in the
middle of the corresponding frequencies of and ; this
is themirror image mappingproperty of the DFG wavelength
convertor.

The bulk conversion and mirror-image mapping properties
can be exploited to realize a -adjacent wavelength
switching system with wavelengths, which is shown in

Fig. 8 [frequencies in the horizontal axis of Fig. 8(b) are relative
to a given freqency]. If the wavelengths are arranged as shown
in Fig. 7(b) (for ) and their corresponding frequencies
are assigned the values shown (whereis some constant),
it can be seen that the mirror-image mapping about the two
pump wavelengths and enables each wavelength,

(with the exception of and ) on an
incoming link to be mapped on the outgoing link either to
itself, or to the wavelengths or that lie above or
below it, respectively. To interchange wavelengthsand ,
we require a separate single-pump wavelength converter, or
two variable-input fixed-output wavelength converters (see
Fig. 8). Although we have depicted the case , it is easy
to see that the pattern of Fig. 7(b) can be extended for any
(odd) (a parallel implementation exists for even), due
to the bulk conversion property,without any corresponding
increase in the complexity of the wavelength convertors of the
switch. (The complexity of the multiplexers and demultiplexers
depends on , but that is essentially the same for either a
full-or-limited-wavelength translation system.) Thus, the cost
of our switch (which requires only three single-pump DFG
wavelength convertors; alternately, one double pump [1] and
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Fig. 8. Switch architecture for performingk = 3-adjacent wavelength switching. The cost of the switch is essentially a constant (three single-pump bulk
wavelength converters), which is independent of the number of wavelengthsW in the system.

one single pump wavelength convertor), is largely independent
of the total number of wavelengths per link or fiber. The
3-state switching element for each wavelength is set at connec-
tion setup time, depending on the particular translation desired.
We observe finally that the same architecture can also effect

-adjacent wavelength switching. (We do not present a
separate architecture for the case , since its complexity
turns out to be close to that of the architecture just given for the
case .)

VI. CONCLUSION

We examined the case of limited wavelength translation in
several wavelength routed, all-optical, WDM regular networks,
and demonstrated that limited wavelength translation of fairly
small degree is sufficient to obtain benefits comparable to those
obtained by full wavelength translation. An important conclu-
sion of our analysis was that theefficiencywith which capacity
is used depends on the extent of translationand not on the
total number of wavelengths per fiber, as long as
(equivalently, the throughput of the network for a given blocking
probability increases with, and increases only linearly, and not
superlinearly, with the number of wavelengths).

Increasing with fixed does not increase the probability
of success for the same value of admissible
throughput per node per wavelength. This seems at first view to
contrast with the observation made in [14], where the authors
had found that for sparse wavelength conversion, converters
help more (in improving efficiency) the more wavelengths there
are per fiber. The model used in [14], however, essentially re-
lies on backtracking or trying multiple options simultaneously,
which may not be a feasible option in WAN’s with large propa-
gation delays, as discussed in Section III.

Our results also indicate that the network performance im-
proves as the extent of translationincreases, but that the rate
of improvement decreases with increasing, and becomes neg-
ligible when is equal to the diameter of the network.

We also presented the design of a simple switch architec-
ture for performing -adjacent wavelength switching.
Our switch uses DFG bulk wavelength converters, which un-
like four-wave mixing converters do not create additional cross
terms that interfere with other WDM channels [1]. The cost of
our switch was seen to be a function only of the extentof trans-
lation.

Our analysis also answers partially a question raised in [16],
namely, would the throughput of a circuit-switched regular net-
work with , circuits per link be expected to improve
by more than just a factor of? Since in our case the success
probability depends on the extent of translationand is inde-
pendent of the number of wavelengthsper link ( ), we
can also view the curves in Figs. 4–6 for as repre-
senting the probability of successfully establishing a connection
in a circuit switched network with a capacity ofcircuits per
link. We observe that with circuits per link, the im-
provement in throughput over a network with a capacity of only
one circuit per link is considerably greater than by just a factor
of . (If the improvement obtained was only a factor of, the
curves for and would overlap the curves for ,
which is not the case.) However, increasingfurther, say, from
2 to 3, gives diminishing returns. This observation agrees with
the result obtained by Koch [8], who proved that the maximum
total throughput of a -node butterfly with a capacity ofcir-
cuits per link is , and, therefore, that the increase in
throughput (or efficiency) obtainable by using links with larger
capacity diminishes as the capacityper link increases.
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Finally, our analysis was based on the use of fixed shortest
path routing to establish a connection. The effect of alternate
or dynamic routing (or deflection routing) when combined with
limited wavelength translation is a possible area for future work.
Furthermore, our focus was on a circuit-switched optical path
layer. Castanonet al. [6] have recently looked at the perfor-
mance of full wavelength translation in packet-switched net-
work; a corresponding analysis for limited wavelength trans-
lation in packet-switched networks remains to be done. Also,
the success probability is only one measure of network perfor-
mance. A study that looks at other measures of network per-
formance, such as the input queuing and connection delays, to
evaluate the benefits of limited wavelength translation, in both
circuit-switched and packet-switched networks, would also be
useful.

APPENDIX

DERIVATION OF WAVELENGTH STATE PROBABILITIES

A. Probabilities for the Torus

The probability that a wavelength on an outgoing linkis
used by a turning session is given by

(A.1)

Similarly, the probability that a wavelength on an outgoing
link is used by a straight-through session is given by

(A.2)

The remaining probability that a wavelength on link is used
by a session originating at a node is given by

(A.3)

Finally, a simple application of Little’s Theorem gives

(A.4)

Equations (A.1)–(A.4) together with the condition can
be used to calculate , so that we finally get

(A.5a)

(A.5b)

and

(A.5c)

where is the largest integer less than or equal to, and
is the smallest integer greater than or equal to. Equations

(A.5a)–(A.5c) hold for both odd and even.
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