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Abstract—In this paper, we propose a new algorithm for fair scheduling, and we compare it to other scheduling schemes such as the

Earliest Deadline First (EDF) and the First Come First Served (FCFS) schemes. Our algorithm uses a max-min fair sharing approach

for providing fair access to users. When there is no shortage of resources, the algorithm assigns to each task enough computational

power for it to finish within its deadline. When there is congestion, the main idea is to fairly reduce the CPU rates assigned to the tasks

so that the share of resources that each user gets is proportional to the user’s weight. The weight of a user may be defined as the

user’s contribution to the infrastructure or the price he is willing to pay for services or any other socioeconomic consideration. In our

algorithms, all tasks whose requirements are lower than their fair share CPU rate are served at their demanded CPU rates. However,

the CPU rates of tasks whose requirements are larger than their fair share CPU rate are reduced to fit the total available computational

capacity in a fair manner. Three different versions of fair scheduling are adopted in this paper: the Simple Fair Task Order (SFTO),

which schedules the tasks according to their respective fair completion times, the Adjusted Fair Task Order (AFTO), which refines the

SFTO policy by ordering the tasks using the adjusted fair completion time, and the Max-Min Fair Share (MMFS) scheduling policy,

which simultaneously addresses the problem of finding a fair task order and assigning a processor to each task based on a max-min

fair sharing policy. Experimental results and comparisons with traditional scheduling schemes such as the EDF and the FCFS are

presented using three different error criteria. Validation of the simulations using real experiments of tasks generated from 3D image-

rendering processes is also provided. The three proposed scheduling schemes can be integrated into existing Grid computing

architectures.

Index Terms—Grid computing, fair grid scheduling.
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1 INTRODUCTION

SCHEDULING and resource management are important in
optimizing multiprocessor Grid resource allocation and

determining its ability to deliver the negotiated Quality-of-
Service (QoS) requirements [1], [2]. This need has been
confirmed by the Global Grid Forum (GGF) in the special
working group dealing with the area of scheduling and
resource management for Grid computing [3]. The resource
manager receives information about the job characteristics
and determines when and on which processor each job will
execute.

Though Grid computing has been exaggerated by the
international community, it is now cooling down. Nowa-
days, the major issue concerns the effective system
integration by efficiently utilizing the existing tools with
research results that will make Grid computing applicable
to many commercial scenarios. Toward this direction,
scheduling and resource allocation schemes play a deter-
minant role. In a scheduling scheme, however, meeting the
requirements of one user should not be achieved by
sacrificing the requirements of another user. When the

desired users’ requirements cannot be achieved, the
degradation should be graceful and fair to all users. As
the tasks’ requirements, we refer to the tasks’ deadlines,
workload, and the time that a task is ready to be executed
on a processor. This naturally leads to the need of congestion
control and the associated notion of fairness issues that we
address in this paper. Fairness is important because it is
inherent in the notion of sharing, which is the raison d’etre
of the Grid.

Several computing toolkits and systems have been
developed to guarantee the QoS requirements of tasks in
a Grid computing architecture. The most well-known
toolkit for Grid computing is Globus [4]. Globus addresses
a wide range of metacomputing issues including hetero-
geneous environments. Development, implementation, and
evaluation of mechanisms that support High Throughtput
Computing (HTC) on a large collection of distributively
owned computing resources are also addressed in the
framework of Condor project [5]. The Grid version of
Condor, called Condor-G, uses the Globus toolkit to
manage Grid jobs [6], [7]. Condor has been designed to
run jobs within a single administrative domain. On the
other hand, the Globus toolkit has been designed to run jobs
across many administrative domains. Condor-G combines
the strengths of both. Condor-G introduces grid scheduler
and manager to allow full-featured queuing services,
credential manager, and fault-tolerance issues. An object-
oriented parallel processing distributed computing en-
hanced with security capabilities is the Legion system.
Legion will provide a single, coherent virtual machine that
addresses scalability, programming ease, fault tolerance,
site autonomy, and security [8].
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The Nimrod-G [9] is a Grid aware version of the Nimrod
tool [10]. Nimrod provides a simple declarative parametric
modeling language for expressing a parametric experiment.
The domain experts can easily create a plan for a parametric
computing (task farming) and use the Nimrod runtime
system to submit, run, and collect the results from multiple
computers (cluster nodes) [11]. The Grid Application Devel-
opment Software (GrADS) tool aims at simplifying distrib-
uted heterogeneous computing in the same way that the
World Wide Web simplifies information sharing over the
Internet [12]. The GrADS environment supports scheduling
algorithms at the application level and metalevel [13]. In the
application level, scheduling of a single application is
performed by minimizing the application execution time of
a set of potentially shared resources. Instead, in the
metascheduling level, many applications are considered at
once to improve the overall system performance.

In the G-commerce architecture, a method of a dynamic
Grid resource allocation is adopted using notions of market
economy [14]. Two categories are considered in the frame-
work of this architecture: the commodities and the auctions.
Modeling the Grid as a commodities market is natural since
the Grid strives to allow applications to treat disparate
resources as interchangeable commodities. On the other
hand, auctions require little in the way of global price
information, and they are easy to implement in a distributed
setting.

The Queue Bank or Quantum Bank (QBank) system is a
CPU allocation bank that consists of a set of routines, a server
daemon, client administration tools, and commands able to
manage and control the allocation of the CPU resources on a
supercomputer. The QBank was developed for:

1. controlling and managing CPU resources allocated
to tasks or users,

2. applying different billing rates according to the
policies adopted, tasks, and resource types,

3. providing balance and usage feedback to users and
administrators, and

4. preventing resource exhaustion when underspent
tasks simultaneously claim allocation fulfillment [15].

A fully distributed view of the Grid usage accounting
system and a methodology for allocating Grid computa-
tional resources for use on a Grid is presented in the work
performed by the distributed accounting working group
(DAWG) of the GGF [16]. In particular, a usage economy
and/or methods for resource exchange are defined along
with implementation standards that minimize and com-
partmentalize the tasks required for a site to be participated
in Grid accounting.

Apart from the above mentioned Grid infrastructures,
several works have been reported in the literature dealing
with scheduling and resource allocation. The most well-
known scheduling algorithm is the Earliest Deadline First
(EDF) [17], which assigns the highest priority to the task
with the most imminent deadline. Another scheduling
approach is the Slack Time algorithm, also referred as Least
Laxity First (LLF) [18], [19], where the tasks are selected for
execution in order of nondecreasing slack time, defined as
the difference between the task’s relative deadline and its
remaining computational time.

However, the aforementioned schemes have been de-
signed for a single processor. Even though these schemes
can be extended in a natural way to the case of a
multiprocessor environment to determine the order in
which the tasks are considered for assignment to proces-
sors, they cannot be used to determine the specific
processor on which the selected tasks are assigned to. A
simple rule to determine the processor on which a task is
executed is the Earliest Start Time (EST) rule. The EST is the
earliest time that a task can start its execution. Another
popular rule is the Minimum Processing Time First rule
(MPTF), where the processor giving the minimum proces-
sing time is selected. For a multiprocessor system, the
authors in [21] have shown that heuristic schemes that takes
into account both the task deadline and EST better performs
than the EDF, LLF, and MPTF algorithms. The authors in
[22] also proposed several heuristic scheduling algorithms
for the multiprocessor case.

The previously mentioned scheduling algorithms as-
sume that the tasks are nonpreemptable. A task is said to be
nonpreemptable if, once it starts execution on a processor, it
has to be completed on that processor, and once it starts
execution, it cannot be interrupted by other tasks and
resume execution later. Scheduling algorithms dealing with
preemptable tasks have also been reported in the literature
[23], [24], [25], [26]. In this case, it is assumed that each task
can be divided into smaller units, each of which is executed
independently. The ability to feasibly schedule preemptable
tasks is always higher than the ability to feasibly schedule
corresponding nonpreemptable tasks. However, this in-
crease in schedulability is obtained at the expense of a
higher implementation overhead. To address this difficulty,
task parallelization can be performed as an intermediate
solution, which tries to meet the conflicting requirements of
schedulability and overhead.

Other scheduling schemes are oriented for Grid comput-
ing. In [27], an extension of the scheduling algorithms of the
GrADS tool is discussed by 1) introducing more sophisti-
cated clustering and data mining schemes, 2) reducing the
computational complexity, and 3) providing single-site
scheduling in case of invalidation of multisite resource
selection. The scheduling objective in [28] is to minimize the
total completion time of the tasks. Since minimization of
task completion time in a multiprocessor scheduling
environment is an NP-hard problem, scheduling heuristics
are discussed and compared with each other in this work.
Genetic algorithm methods are presented in [29] and [30]
for minimizing the total task completion time. The algo-
rithms model the scheduling process as a genetic evolution
and estimate at which Grid resource a task should be
assigned for execution so that the completion time is
minimized.

A survey evaluation of scheduling algorithms is pre-
sented in [31]. Stochastic evaluation of fair scheduling
algorithms is also presented in [32], where networking
issues are discussed. Finally, evaluation of different
scheduling mechanisms for Grid computing is also pre-
sented in [33], such as the First Come First Served (FCFS),
the Largest Time First (LTF), the Largest Cost First (LCF),
the Largest Job First (LJF), the Largest Machine First (LMF),
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the Smallest Machine First (SMF), and the Minimum
Effective Execution Time (MEET).

A drawback of the previously mentioned approaches is
that scheduling is performed without taking into account
fair considerations. For example, the works in [28], [29], and
[30] try to minimize the total completion time by dropping
overdemanded tasks (for example, tasks of high workload
and short deadlines), which is not a fair policy. Instead, in
this paper, a fair scheduling policy is introduced based on
the max-min fair scheduling scheme. The Generalized
Processor Sharing scheme (GPS) has been proposed for fair
scheduling over packet switched networks [34]. The GPS
scheme provably provides guarantees on the delay and
bandwidth of a session in a network of switches but is hard
to implement. The GPS scheme is emulated in practice
using the Weighted Fair Queuing (WFQ) algorithm [35],
which exploits concepts of the max-min fair sharing scheme
[36]. GPS-based algorithms are widely implemented in the
Internet and mobile communications today.

In this paper, three new scheduling algorithms are
proposed suitable for Grid computing. All scheduling
policies are based on the max-min fair sharing scheme. The
first, called Simple Fair Task Order (SFTO) algorithm,
schedules the tasks according to their respective fair comple-
tion times and then assigns each of them to the appropriate
processor using a modified Earliest Completion Time (ECT)-
based policy. The second, called Adjusted Fair Task Order
(AFTO), refines the SFTO policy by ordering the tasks using
the adjusted fair completion times, resulting in more fair
treatment of the jobs. Finally, for the third scheme, we present
the Max-Min Fair Share (MMFS) scheduling algorithm,
simultaneously address the problem of finding a fair task
order, and assign a processor to each task based on a max-min
fair sharing policy. Experimental results and comparisons
with traditional scheduling schemes such as the EDF and the
FCFS are presented using three different error criteria. The
simulations have been conducted using a large number of
processors, ranging from 50 to 1,000, using a very large
number of tasks 2,500 to 6,500 of varying sizes (workload) and
deadlines. The simulations are also performed for varying
capacities of the processors using either the symmetric case
(almost all processors follow the same capacity) or asym-
metric case (high deviation in the processor capacity) into
groups or distributions of high standard deviation values.
Validation of the simulations using real submitted tasks as
derived from 3D image-rendering applications is also
examined. The experiments are conducted in a real multi-
processor Grid cluster implemented in the framework of the
GRID Resources for Industrial Applications (GRIA) and
GRIDLAB European Union (EU)-funded projects. As a result,
the algorithms are applicable for large-scale computing
systems embedded with multiple processors. The proposed
scheduling algorithms can be also integrated in any other
existing Grid computing system to improve its performance
as far as the task allocation to the available processors is
concerned.

The remainder of the paper is organized as follows: In
Section 2, we discuss the relation between the scheduling
policy and the adopted charging policy, an issue that is
closely related to the commercial exploitation of Grid
computing. In Section 3, we introduce some basic notation,
whereas in Section 4, we present urgency-based scheduling
schemes and the modified ECT policy used for processor

assignment. Starting with Section 5, we turn our attention to
scheduling algorithms that take fairness into account, and
we introduce the SFTO and AFTO schemes. In Section 6, we
present the MMFS scheduling algorithm, which simulta-
neously addresses the problem of finding a fair task order
and assigning a processor to each task, whereas experi-
mental results and comparisons with traditional scheduling
schemes are presented in Section 7. Finally, Section 8
concludes the paper.

2 SCHEDULING EVALUATION AND ITS RELATION TO

THE CHARGING POLICY

Evaluating the efficiency of a scheduling algorithm depends
on the utility function that we seek to optimize, which in
turn depends on technoeconomic criteria. For example, a
scheduling algorithm that maximizes the number of tasks
served by the Grid tends to favor tasks of low workload at
the expense of tasks of heavy workload. The opposite is true
when the evaluation criterion used is the total workload
served, since, in that case, there is a tendency to reject tasks
of low workload in favor of tasks of heavy workload. A fair
scheduling algorithm, however, should not favor tasks of
specific characteristics (for example, high or low workload)
against others.

In a scheduling problem, the goal is to appropriately assign
all the tasks that are requesting service to the available
processors so that the time constraints are satisfied. The time
constraints of a task are the task’s deadline (which is the time
by which it is desirable for it to complete execution) and the
task’s earliest starting time on each processor (which is the
earliest time at which the task can start execution at that
processor; it takes into account the communication delay
incurred for transferring the task at that processor and the
current load of that processor). This problem may have zero,
one, or many feasible solutions. Often, finding a single
feasible schedule may not be sufficient. In some cases, the goal
may be to find the optimal schedule among all feasible
schedules, according to a desired optimality criterion. In
other cases, a feasible solution may not exist, in the sense that
some tasks cannot be scheduled to meet their respective
deadlines. In this case, we need criteria to select in a “fair”
way the tasks that are rejected and the tasks that receive a
degraded QoS. The fairness of a solution depends on the
adopted charging policy of the system.

A common measure for evaluating the scheduling
performance is the success ratio, defined as the ratio of the
number of tasks that are feasibly scheduled (that is, the
tasks whose time constraints are met) over the total number
of tasks requesting service. This measure treats all tasks
equally, regardless of their workload, and it does not take
into account the users’ contribution to the Grid infrastruc-
ture or the price that a user pays for the service he receives.
Another performance measure is the total workload of all
feasibly scheduled tasks. Here, the charging policy is
implemented per workload unit, and it is more beneficial
to serve tasks of heavy workload than tasks of low
workload. In such a case, the fees charged are proportional
to the customer task workload, so it is preferable to serve a
few customers who are willing to pay a lot, rather than a lot
of customers who are willing to pay only little for their
services. Such a policy is similar to the one used in
traditional telephone networks.
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The objective of the algorithms that we will present in
Sections 5 and 6 for scheduling tasks with deadlines on
resources is to optimize a fairness criterion. A fair scheduler
tries to meet the different requirements of the users. When
this is not possible, the resources are allocated so that the
degradation in some requirements perceived by each user is
done in a (weighted) fair way. For example, tasks submitted
by users who are willing to pay a higher fee or who
contribute more to the Grid infrastructure are treated more
favorably (in a measurable way) than those of other users.

3 NOTATION AND PROBLEM FORMULATION

We let N be the number of tasks that have to be scheduled.
We define the workload wi of task Ti, i ¼ 1; 2; . . . ; N , as the
duration of the task when executed on a processor of unit
computation capacity. The task workloads are assumed to
be known a priori to the scheduler and are provided by a
prediction mechanism such as script discovery algorithms,
databases containing statistical data on previous runs of
similar tasks, and so forth. An algorithm for workload
prediction of 3D rendering in a Grid architecture is
presented in one of our earlier works in [37]. We assume
that the tasks are nonpreemptable, so that when they start
execution on a machine, they run continuously on that
machine until completion. We also assume that time
sharing is not available and a task served on a processor
occupies 100 percent of the processor capacity.

We assume a multiprocessor system of M processors and
that the computation capacity of processor j is equal to
cj units of capacity. (The computation capacity of a
processor is the available capacity of the processor, and it
does not include capacity occupied by local tasks.) The total
computation capacity C of the Grid is defined as

C ¼
XM
j¼1

cj: ð1Þ

Let dij be the communication delay between user i and
processor j. More precisely, dij is (an estimate of) the time
that elapses between the time a decision is made by the
resource manager to assign task Ti to processor j and the
arrival of all files necessary to run task Ti to processor j.

Each task Ti is characterized by a deadline Di that defines
the time by which it is desirable for the task to complete
execution. In our formulation, Di is not necessarily a hard
deadline. In case of congestion, the scheduler may not assign
sufficient resources to the task to complete execution before
the deadline. In that case, the user may choose not to execute
the task, as may be the case when he/she expects the results to
be outdated or not useful by the time they are provided. We
use Di together with the estimated task workload wi and the
communication delays dij to obtain estimates of the computa-
tion capacity that task Ti would have to reserve to meet its
deadline if assigned to processor j. If the deadline constraints
of all tasks cannot be met, our target is that a schedule that is
feasible with respect to all other constraints is still returned,
and the amounts of time by which the tasks miss their
respective deadlines is determined in a fair way.

We let �j be the estimated completion time of the tasks
that are already running on or already scheduled on
processor j. �j is equal to zero (that is, the present time)

when no task has been allocated to processor j at the time a
task assignment is about to be made; otherwise, �j
corresponds to the remaining time until the completion of
the tasks that are already allocated to processor j. We define
the earliest starting time of task Ti on processor j as

�ij ¼ maxfdij; �jg: ð2Þ

�ij is the earliest time at which it is feasible for task Ti to
start execution on processor j. We define the average of the
earliest starting times of task Ti over all the M available
processors as

�i ¼

PM
j¼1

�ijcj

PM
j¼1

cj

: ð3Þ

We will refer to �i as the grid access delay for task Ti, and it

can be viewed as the (weighted) mean delay required for

task Ti to access the total grid capacity C ¼
PM

j¼1 cj. Since in

a Grid computation power is distributed, �i plays a role

reminiscent of that of the (mean) memory access time in

uniprocessor computers.
In the fair scheduling algorithm that we will propose in

Section 5, the demanded computation rate Xi of a task Ti will
play an important role and is defined as

Xi ¼
wi

Di � �i
: ð4Þ

Xi can be viewed as the computation capacity that the Grid
should allocate to task Ti for it to finish just before its
requested deadline Di if the allocated computation capacity
could be accessed at the mean access delay �i. As we will
see later, the computation rate allocated to a task may have
to be smaller than its demanded rate Xi. This may happen if
more jobs request service than the Grid can support
(congestion), in which case, some or all of the jobs may
have to miss their deadline. The fair scheduling algorithms
of Sections 5 and 6 attempt to degrade the tasks’ rates in a
fair way.

The scheduling algorithms that we will propose (except
for the MMFS algorithm proposed in Section 6) consist of
two phases. In the first phase, we determine the order in
which tasks will be considered for assignment to processors
(the “queuing order” phase), and in the second phase, we
determine the processor on which each task is scheduled
(the “processor assignment” phase).

3.1 Arrival Model

In this section, we describe the arrival model adopted in the
experimental simulations in this paper. Initially, we define
the normalized load of the grid infrastructure as the ratio of
the tasks’ demanded computational rates Xi over the total
processor capacity C offered by the grid infrastructure:

� ¼

PN
i¼1

Xi

C
: ð5Þ

From (5), it is clear that a grid with load � is able to serve,
on the average, N tasks of workload wi, deadlines Di, and
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ready times �i within a time interval of � ¼ � � EfDi � �ig,
where the Ef�g denotes the expectation operator. As a

result, arrival of an average number of N tasks within a
time interval of � ¼ � � EfDi � �ig does not change the load

� of the Grid.
In the arrival model adopted, in this paper, we assume

that the N tasks arrive in the Grid into groups of N=� tasks.
We also assume that the probability of each group of

N=� tasks to arrive in the Grid during an interval (0; t0) of
duration t0 follows the Poisson distribution:

P ðt ¼ toÞ ¼
e���to

to !
ð6Þ

with parameter � equals ��1 ¼ � � �. At the time t ¼ t0,

the resource management is activated for scheduling the

N=� tasks that have arrived by time t ¼ t0. The schedul-
ing policies adopted are described in the rest of this

paper. In our experiments, � equals 10. Fig. 1 presents an

illustrative example of the adopted arrival model.

4 EARLIEST DEADLINE FIRST AND EARLIEST

COMPLETION TIME RULES

The most widely used urgency-based scheduling scheme is
the EDF method, also known as the deadline-driven rule.

This method dictates that, at any point, the system must

assign the highest priority to the task with the most
imminent deadline. The most urgent tasks (that is, the task

with the earliest deadline) are served first, followed by the
remaining tasks according to their urgency.

The EDF rule answers only the “queuing order”

question, but it does not determine the processor where

the selected task is assigned. To answer the “processor
assignment” question, the ECT technique presented next

can be used. The EDF/ECT algorithm is also identical to the

Horizon scheduling used in burst switched networks [38].
If task Ti starts execution on processor j at the earliest

starting time �ij, its completion time will be �ij þ wij, where

wij ¼ wi=cj is the execution time of task Ti on processor j.
(Recall our assumption that each task occupies 100 percent

of a processor’s capacity when executed; in this way, tasks

are executed in the earliest possible time.) Among the
M available processors, the ECT rule selects the one that

minimizes the following quantity:

ĵ ¼ arg min
j2f1;���;Mg

f�ij þ wijg: ð7Þ

The earliest starting time �ij depends through (2) on the
time �j at which the last task already allocated to processor j
is expected to complete service.

A note regarding the way �j is defined is necessary here.
One way to define �j is to define it as the processor release
time, that is, the time at which all tasks already scheduled on
this processor finish their execution. Fig. 2 illustrates a
scheduling scenario in which 1) the task queuing order is
selected using the EDF algorithm, 2) the processor assignment
is selected using the ECT approach, and 3) �j is defined as
the processor release time. In this example, we assume that
all tasks arrive at time t ¼ 0.

Defining �j as the processor release time makes it easy to
compute and independent of the task that is about to be
scheduled, but it has the drawback that gaps in the
utilization of a processor are created (for example, the gap
between tasks T1 and T3 in Fig. 1), resulting in a waste of
processor capacity. An obvious way to overcome this
problem is to examine the capacity utilization gaps and,
in case a task fits within a capacity gap, assign the task to
the corresponding time interval. Among all candidate time
intervals, the one that provides the ECT is selected. Fig. 3
shows how the schedule for the example given in Fig. 1 is
improved by exploiting capacity gaps. The completion
times of tasks T5 and T6 are shorter than those obtained in
Fig. 1. The gap filling version of the algorithm is very
similar to the Latest Available Unused Channel with Void
Filling (LAUC-VF) adopted in burst switching [39].
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Fig. 1. An illustrative example of the adopted arrival model. Fig. 2. An example of the EDF/ECT algorithm for the case �j is defined
as the processor release time. In this figure, we assume that all tasks Ti,
i ¼ 1; 2; . . . ; 6, request service at time t ¼ 0, the processors have equal
computational capacity ðc1 ¼ c2Þ, and both processors are initially idle.
We also assume that D1 < D2 < � � � < D6 and �i1 ¼ �i2. The task T1 of
the earliest deadline D1 is first assigned for execution on processor 1
(processor 1 is chosen randomly in this case, since there is a tie). Task
T2 is then assigned for execution on processor 2 (since it is the
processor that yields the ECT). In a similar way, we assign the
remaining tasks.

Fig. 3. An example of the EDF/ECT algorithm that exploits processor

utilization gaps.
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5 FAIR SCHEDULING

The scheduling algorithms described in Section 4 do not
adequately address congestion, and they do not take
fairness considerations into account. For example, tasks
with relative urgency (with the EDF rule) or tasks that have
small workload (with the ECT rule) are favored against the
remaining tasks. With the ECT rule, tasks that have long
execution time have a higher probability of missing their
deadline even if they have a late deadline. Also, with the
EDF rule, a task with a late deadline is given low priority
until its deadline approaches, giving no incentive to the
user to specify an honest deadline (especially in the absence
of any pricing mechanism). To overcome these difficulties,
we propose in this section an alternative approach, where
the tasks requesting service are queued for scheduling
according to what we call their fair completion times. The fair
completion time of a task is found by first estimating its fair
task rates using a max-min fair sharing algorithm as
described in the following section. It should be mentioned
that the algorithms proposed in this paper are oriented for
large-scale computing systems in which multiple processors
are taken into account.

5.1 Estimation of the Task Fair Rates

5.1.1 Ideal Nonweighted Max-Min Fair Sharing of

Grid Resources

Intuitively, in max-min fair sharing, all users are given an
equal share of the total resources, unless some of them do
not need their whole share, in which case, their unused
share is divided equally among the remaining “bigger”
users in a recursive way. In other words, in the max-min
fair sharing scheme, small demanded computation rates Xi

get all the computation power they require, whereas larger
rates share leftovers.

The idea of the max-min fair sharing is explained by the
following example, where four tasks request service with
rates 10, 8, 5, and 15, respectively, in a multiple processor
architecture. The iterations involved are shown in Table 1.
Let us assume that the total offered processor capacity
equals 30 units. The total demanded rate of the tasks equals
10þ 3þ 5þ 15 ¼ 32 units, which is greater than the total
offered processor capacity. As a result, the max-min fair
sharing algorithm reduces the task rates in a fair way so
that the demanded task rates equal the total offered
processor capacity. Since all tasks are of equal importance,
the algorithm initially divides the 30 units of the total
processor capacity into four equal parts of 30=4 ¼ 7:5 units.
The second and the third task request service less than
7.5 units (3 and 5, respectively) and, thus, they get the rate
they request. Instead, the first and fourth task demand rate

more than 7.5 units (10 and 15, respectively) and, therefore,
at the first iteration of the algorithm, a rate of 7.5 units is
assigned to them. Consequently, at the end of the first
iteration, a residue of 30� 23ð7:5þ 3þ 5þ 7:5Þ ¼ 7 units is
obtained. In the second iteration, the residue of seven units
is equally shared among the first and fourth task, whose
actual rates are less than the demanded ones, so that each of
the two tasks can get an additional rate of 7=2 ¼ 3:5 units.
Since, however, the first task request service less than
11ð7:5þ 3:5Þ units, it gets the rate it requests, that is,
10 units. On the contrary, the fourth task gets a rate of
11 units and the end of second iteration, and a residue of
one unit is accomplished. This residue is then shared to the
fourth task whose rate is less than the demanded one in the
third iteration of the algorithm. At the end of the
nonweighted max-min fair sharing algorithms, the non-
adjusted fair computational rates ri of tasks Ti are
computed. A graphical conceptualization of the aforemen-
tioned example is depicted in Fig. 4.

More details about the max-min fair sharing algorithm
can be found in Appendix A.

5.1.2 Ideal Weighted Max-Min Fair Sharing of the

Grid Resources

We now consider the case where users have different
priorities. More specifically, we assume that each task Ti is
assigned an integer weight ’i, determined, for example, by
the user’s contribution to the grid infrastructure or by the
price he is willing to pay for the services he receives. We
assume, without loss of generality, that the smallest task
weight is equal to one.

In order to clarify the weighted max-min fair sharing, the
example of Section 5.1.1 is modified as follows: Let us assume
that the second and the fourth task are of twice importance
comparedtothe firstandthe third task.That is, the weightsare
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1, 2, 1, and 2, respectively. Since the second and the fourth task
are of twice importance, we can consider that six virtual tasks
demand for service (the sum of weights 1þ 2þ 1þ 2 ¼ 6).
Therefore, the algorithm divides the total processor capacity
of 30 units into six parts (the sum of the weights), that is,
30=6 ¼ 5 units. At the first iteration, five units are assigned to
the first and third task, which have a weight of 1. Instead,
10 units ð2 � 5Þ are assigned to the second and fourth task,
since their weights equal 2. However, the demanded rate for
the second task is 3, which is less than the assigned rate of 10.
Consequently, a residual of seven units is obtained. Instead,
the demanded of the tasks 1, 3, and 4 are greater or equal to the
initial assigned fair rates, yielding no residual capacity. This
remaining capacity of seven units is weighted and divided to
the first and fourth task whose rate are strictly less than the
demanded ones so that these tasks can get an additional
capacity of 7=3 ¼ 2:333 units (the weights of the first and
fourth task equal 3). In this case, the first task gets 5þ 2:333 ¼
7:333 units, whereas the fourth task gets 10þ 2:333 � 2 ¼
14:666 units, and no residual capacity is observed. Thus, the
algorithm terminates at the second iteration. The values
obtained at each iteration are presented in Table 2.

A detailed description of the weighted max-min fair
sharing algorithm is presented in Appendix B.

5.2 Fair Task Queue Order Estimation

As mentioned previously, a scheduling algorithm should
answer two questions. First, it has to choose the order in
which the tasks are considered for assignment to a
processor (the queue ordering problem). Second, for the task
that is located each time at the front of the queue, the
scheduler has to decide the processor on which the task is
assigned (the processor assignment problem). To solve the
queue ordering problem in fair scheduling, we will describe
shortly, in Sections 5.2.2 and 5.2.3, several ordering
disciplines of different degrees of implementation complex-
ity. Before doing so, however, we have to introduce some
additional notation that will be useful in our presentation.

5.2.1 Nonadjusted Fair Completion Time Estimation

We define the nonadjusted fair completion time ti of task Ti as

ti ¼ �i þ wi=ri: ð8Þ

ti can be thought of as the time at which the task would be
completed if it could obtain constant computation rate
equal to its fair computation rate ri, starting at time �i (recall
that �i is the mean grid access time for task Ti). Note that
finishing all tasks at their fair completion time is unrealistic
because the grid is not really a single computer that can be
accessed by user i at any desired computation rate ri at a
uniform delay �i. More precisely, 1) the task is actually

assigned to a specific processor j and the earliest starting
time on that processor is �ij, 2) even if ri < cj, it may not be
possible to execute the task at rate ri on that processor (we
do not assume that time sharing is supported), and 3) the
estimates wi of the task workloads may be inaccurate. The
nonadjusted fair completion times ti are used by our
algorithm as an index for determining the order in which
tasks are processed by the scheduler.

5.2.2 Simple Fair Task Order (SFTO)

According to the SFTO rule, the tasks are ordered in the
queue in increasing order of their nonadjusted fair comple-
tion times ti. In other words, the task that is first considered
for assignment to a processor is the one for which it would
be “fair” to finish sooner. As described earlier, the
nonadjusted fair completion times are estimated from the
nonadjusted computational rates ri, which are in turn
estimated from the tasks’ demanded rates Xi and the total
grid processor capacity C. The SFTO rule is simple to
implement, but it is not as fair as some of the other rules
described in the following. Its performance and its fairness
characteristics are rather good as shown by the simulation
results presented in Section 7.

It should be mentioned that in the proposed fair
scheduling algorithms, the task fair rates are approximately
estimated by taking into consideration the total offered
capacity of all M processors. However, the task assignment
exploits the properties of each individual processor result-
ing in a multiprocessor schema.

5.2.3 Adjusted Fair Task Order (AFTO)

An issue not addressed in the definition of the nonadjusted
fair completion times given in Section 5.2.1 and in the SFTO
scheme presented in Section 5.2.2 is that, when tasks
become inactive (because they complete execution), more
capacity becomes available to be shared among the active
tasks, and the fair rate of the active tasks should increase.
Also, when new tasks become active (because of new
arrivals), the fair rate of existing tasks should decrease.
Therefore, the fair computational rate of a task is not really a
constant ri, as assumed so far, but it is a function of time
that increases when tasks complete execution and decreases
when new tasks arrive. By accounting for this time-
dependent nature of the fair computational rates, the
adjusted fair completion times, denoted by t;ai , can be
calculated, which can better approximate the notion of
max-min fairness. In the AFTO scheme, the tasks are
ordered in the queue in increasing order of their adjusted
fair completion times tai . The AFTO scheme results in
schedules that are fairer than those produced by the SFTO
rule; it is, however, more difficult to implement and more
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computationally demanding than the SFTO scheme, since
the adjusted fair completion times tai are more difficult to
obtain than the nonadjusted fair completion times ti. The
way the adjusted fair completion times can be computed is
described in Section 5.2.4. Simulation results on the
computation complexity of all schemes will be presented
in Section 7.

5.2.4 Adjusted Fair Completion Times Estimation

To compute the adjusted fair completion times tai , the fair

rate of the active tasks at each time instant must be

estimated. This can be done in two ways. In the first

approach, each time an unused processor capacity is

available, it is equally divided among all active tasks. In

the second approach, the rates of all active tasks are

recalculated using the max-min fair sharing algorithm, as

described in Section 5.1, based on their respective de-

manded rates. The first approach is considerably less

computationally intensive than the second one, since the

max-min fair sharing algorithm is activated only once. The

second approach, however, yields a schedule that is fairer.

Regardless of the approach used, the estimated fair rate of

each task is a function of time, denoted by riðtÞ.
Having estimated the fair rates riðtÞ, the fair completion

time can be obtained using the following algorithm. We
assume that the rates riðtÞ of all tasks have been normalized
so that the minimum fair task rate equals 1. We introduce a
variable called the round number, which defines the number
of rounds of service that have been completed at a given
time [40]. A noninteger round number represents a partial
round of service. The round number depends on the
number and the rates of the active tasks at a given time.
In particular, the round number increases with a rate equal
to the sum of the rates of all active tasks, that is, with a slope
equal to 1=

P
i riðtÞ. Thus, the rate with which the round

number increases changes and has to be recalculated each
time a new arrival or task completion takes place.

Based on the round number, we define the finish number
FiðtÞ of task Ti at time t as

FiðtÞ ¼ Rð�Þ þ wi=riðtÞ; ð9Þ

where � is the last time a change in the number of active
tasks occurred (and, therefore, the last time that the round
number was recalculated), and Rð�Þ is the round number at
time � . FiðtÞ is recalculated each time new arrivals or task
completions take place. Note that FiðtÞ is not the time that
task Ti will complete its execution. It is only a service tag
that we will use to determine the order in which the tasks
are assigned to processors. Using (9), the adjusted fair
completion times tai can be computed as the time at which
the round number reaches the estimated finish number of
the respective task. Thus,

tai : Rðtai Þ ¼ Fiðtai Þ: ð10Þ

As mentioned earlier, the task adjusted fair completion
times determine the order in which the tasks are considered
for assignment to processors in the AFTO scheme: The task
with the earliest adjusted fair completion time is assigned
first, followed by the second earliest, and so on.

5.3 Fair Processor Assignment

The SFTO scheme or the AFTO scheme is used to determine
the order in which the tasks are considered for assignment
to processors, but it still remains to determine the particular
processor where each task is assigned. A simple and
efficient way to do the processor assignment is to use the
ECT rule, modified so that it exploits the capacity gaps
(Section 4.1). According to this rule, each task is assigned to
the processor that yields the ECT. Simulation results on the
performance of the SFTO and AFTO schemes when
combined with the ECT rule are described in Section 7.

6 MAX-MIN FAIR SCHEDULING (MMFS)

In this section, we present an alternative fair scheduling
scheme that simultaneously obtains a fair task queuing
order and a fair processor assignment.

In this algorithm, our goal is to assign a schedulable
(actual) rate rsi to each task so that it is as close as possible
to its fair task rate ri (derived by applying the max-min
fair sharing algorithm on the demanded rates Xi, as
described in Section 5.1). The schedulable rates rsi are
smaller or equal to the task fair rates ðrsi � riÞ, and they
are chosen so as not to violate the processor capacity
constraints. This is expressed in the following constrained
minimization problem:

minE ¼ min
XN
i¼1

���rsi � ri��� ð11aÞ

subject toX
i2Pj

rsi � cj Pj ¼ fi : Ti scheduled on j processorg: ð11bÞ

The set Pj contains all tasks scheduled on processor j. The
total deviation E of the schedulable rates from the fair rates
will be referred to as the error of the scheduler.

The minimization of (11a) subject to the constraint of
(11b) can be found using the proposed algorithm described
in Appendix C. The main idea of the proposed scheme is to
perform an initial processor assignment and, then, appro-
priately rearrange the underflowed with the overflowed
processors so that a better exploitation of the processor
capacity is obtained. This is illustrated with the following
example (see Fig. 5) where we consider two processors with
capacities 20 and 25 and six tasks with fair rates 2, 5, 5, 6, 9,
and 10 that have to be scheduled. Initially, processor 1 is the
overflow (the processor capacity is 20 and the sum of the
rates of the assigned tasks is 21), whereas processor 2 is the
underflow (the processor capacity is 25 and the sum of the
rates of the assigned tasks is 16). By rearranging the task of
rate 2 initially assigned to processor 2 with the task of rate
10 initially assigned to processor 1, both processors turn to
the underflow state, resulting in a reduction in the error.
The example of Fig. 5 illustrates one iteration of the
algorithm. However, in full algorithm implementation,
more iterations take place.

This scheme assigns tasks to the available processors so
that their actual scheduled rates are as close as possible to
their respective fair rates, but it does not guarantee that a
feasible solution is found, that is, it does not guarantee that
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all tasks are assigned to the available processors without
any violation of the respective deadlines.

As a result, a rate reduction is required for those tasks
that are assigned to the overflow processors, so as to
achieve a feasible solution. In Section 6.2, a fair rate
reduction is proposed so that the feasible solution is
obtained.

6.1 Initial Processor Arrangement

For the preceding scheme to work well, we have to start
with a good initial assignment. In what follows, we present
a method similar to a heuristic algorithm used in the bin-
packing problem [41], which is a well-studied problem in
the literature.

Initially, the algorithm sorts the tasks with respect to
their fair rates in a descending order. To obtain an initial
assignment, the task of the largest fair rate is first assigned
to a processor, followed by the task of the second largest fair
rate, and so on. The algorithm assigns, if possible, the task
to a processor of adequate available capacity. If more than
one processor of adequate available capacity exist, we
choose the one that would leave the smallest residual
capacity after the task assignment is made. In case a selected
task cannot be feasibly scheduled on any processor, the task
is assigned to the processor of minimal overflow. This
process is terminated when all tasks have been scheduled
on the available processors.

6.2 Fair Sharing of the Overflow Capacity and Task
Queuing Order

In the previous section, we have described an algorithm for
the assignment of tasks to processors so that the task
schedulable rates are as close as possible to their respective
fair rates. The solution obtained, however, is not necessarily
feasible, since some processors may be the overflow
processors. For this reason, the schedulable task rates rsi of
the overflow processors are reduced in a fair way in order to
obtain a feasible solution. This is performed by the use of the
max-min fair sharing algorithm as described in Section 4.

After finding the schedulable task rates (the solution also
gives the processor which task each is assigned to), the tasks
are scheduled for execution in an ascending order of their
fair completion times on the processor to which they have
been assigned. That is, the task with the ECT is first
scheduled for execution, followed by the second earliest
task, and so on.

7 EXPERIMENTAL RESULTS

The proposed scheduling algorithms have been designed as
part of the scheduler module of a Grid toolkit being
implemented as part of the EU funded GRIDLAB (A Grid
Application Toolkit and Testbed) project. A brief descrip-
tion of the GRIDLAB architecture is described in Section 8.1.
In Section 8.2, several criteria are proposed for measuring
the performance of the presented Grid scheduling algo-
rithms, whereas in Section 8.3, simulation results and
comparisons with traditional scheduling policies are given.

7.1 Scheduler Architecture

Fig. 6 depicts the scheduler architecture adopted in the
GRIDLAB infrastructure, the main modules of which are
the following:

. Queuing System. Each time a task is submitted for
execution, its characteristics (for example, the task
deadline) are stored in a database, which is the core
of the Queuing System module.

. Queuing Order. This unit addresses the task-queue-
ordering problem, that is, it determines the order in
which the tasks are considered for assignment to the
available resources. The queuing order unit commu-
nicates with the queuing system module, where the
tasks requesting service along with their respective
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characteristics are stored and with the Resource
Discovery module, which determines the available
resources of the infrastructure.

. Processor Assignment. The information collected by
the Queuing Order unit is then passed to the Processor
Assignment unit, which determines the processor on
which each task is assigned.

. Adaptive Components. This module is responsible
for 1) predicting the workload of the tasks request-
ing service and 2) estimating the task-ready times �i
through the respective communication delays di;j
and the processor release times �j of the tasks
already allocated to processor j. The adaptive
component module provides the information re-
quired by the scheduler to perform the task queue
ordering and the processor assignment functions. A
method for predicting the task workload in the
particular case of 3D rendering applications is
described in [37].

. Resource Discovery. This module determines the
available resources of the Grid.

. Local Resource Manager. This module is responsible
for implementing the task execution locally as
instructed by the scheduler.

In the following sections, we will compare the perfor-
mance of the fair scheduling algorithms proposed in
Sections 6 and 7 with that of the FCFS and the EDF policies.

7.2 Objective Evaluation

One criterion that we will use for measuring the perfor-
mance of a scheduling algorithm is the relative error
between the demanded task rates and the actual schedul-
able rates defined as

E1 ¼
X
i

Xi �Xc
i

�� ��
Xi

; ð12Þ

where Xi is the demanded rate, and Xc
i is the actual rate

allocated to the ith task. Low values of error E1 indicate that
most of the tasks are served at rates close to their respective
demanded rates.

In the FCFS and EDF algorithms, the tasks are either
executed at their demanded rates Xi or they are rejected.
Therefore, for the FCFS and EDF schemes, the actual task
rates are equal to Xc

i ¼ fXi; 0g (depending on whether the
task is assigned for execution or not). In contrast, in the fair
scheduling schemes we proposed, all tasks are executed,
possibly at a rate smaller than their demanded rate.
Execution of a task with a rate smaller than its demanded
rate means that the task deadline is violated.

Another criterion we will use for comparing the
performance of the scheduling schemes is the ratio

E2 ¼

P
i

Xc
i

C
: ð13Þ

E2 expresses the efficiency of the scheduling algorithm in
allocating the available processor capacity; the greater the
value of E2, the better is the scheduling efficiency. WhenP

i Xi > C, an ideal scheduler would use the total offered
processor capacity, and E2 would equal 1. When

P
i Xi < C,

an ideal scheduler would serve all tasks with rates equal to the
demanded ones. In practice, however, due to task and

processor constraints (tasks are nonpreemptable, time shar-
ing is not allowed, and so on), the ideal case cannot be
achieved.

A third criterion we will use for evaluating scheduling
efficiency is the average relative deviation of the demanded
task deadlines to the actual task completion time:

E3 ¼
1

N

X
i

Di �maxðDc
i ;DiÞ

�� ��
Di

; ð14Þ

where Di is the requested deadline and Dc
i is the actual

completion time of the ith task. Tasks whose actual
completion times are smaller than their respective deadlines
do not contribute to E3.

As already mentioned, the FCFS and EDF algorithms
do not permit any violations of the task deadlines and
they may reject tasks, in which case, the error E3 becomes
equal to infinity. To overcome this difficulty, we evaluate
the performance of these schemes assuming that tasks
whose deadline is violated are put in a waiting list and
reapply for execution after the completion of the last
feasibly assigned task.

7.3 Simulation Results

In this section, we simulate the proposed scheduling schemes
(SFTO, AFTO, and MMFS) against 1) a large set of tasks of
varying size and workload variance, 2) a large and varying
number of processors, and 3) processor asymmetries (for
example, groups of processors of different capacities). The
statistical significance of the results is obtained by averaging
the scheduling performance over 70 different runs. This
statistical significance is plotting for confidence intervals of
66 percent and 95 percent, respectively. Furthermore, in the
simulation results, we evaluate the effect of task deadline
deviation on the performance of the proposed algorithms.
Validation of the simulations under real conditions is also
conducted in Section 7.3.6 for tasks generated by 3D image-
rendering applications. In all experiments, the arrival model,
described in Section 3.1, is adopted.

7.3.1 The Effect of Task Size

Fig. 7 presents the simulation results obtained for the SFTO,
AFTO, and MMFS scheduling policies for the errors E1, E2,
andE3 against the normalized load� (see (5)). For comparison
purposes, we also depict in Fig. 7 the results obtained for the
FCFS and EDF schemes. The simulations were performed
assuming a Grid architecture of 500 processors with almost
the same capacity (symmetric processor case). In particular, we
assume that the capacity of all the 500 processors follows a
normal distribution with a standard deviation of 1 percent of
the respective mean capacity value. In addition, we consider
that 2,500 tasks arrive to the Grid within a time interval of �
(see Section 3.1). The experiment is repeated for 20 time
intervals �, that is, for 2; 500 � 20 ¼ 50; 000 total tasks. In this
experiment, we assume that all tasks present almost similar
deadlines with a normal distribution of 1 percent standard
deviation of the respective mean deadline value. The mean
value of tasks’ workload (task size) is varying, in this
experiment, so that the normalized load � takes values from
0.25 to 2.5, whereas the respective standard deviation equals
10 percent the mean value.

Under all criteria, we observe that the MMFS scheduling
policy yields the highest efficiency, whereas the AFTO
comes second. On the contrary, the worst performance is
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obtained for the FCFS policy. For light load ð� < 0:6Þ, all
algorithms efficiently schedule the tasks, but as the load �
increases (that is, the tasks’ size), the MMFS policy outper-
forms the other schemes. As is observed in error E2, the
MMFS performance is close to an ideal scheduler even for
heavy load � > 1:5 (congestion).

Figs. 8 and 9 illustrate the statistical significance of the

results of Fig. 7 by plotting the errors E1, E2, and E3 versus �

(that is, varying of the tasks’ size ) for a confidence interval of

66 percent and 95 percent, respectively. As is observed, the

results slightly vary around the average value, verifying their

statistical robustness. In particular, for a confidence interval

of 66 percent, the worst performance of a scheduling policy

(for example, MMFS) outperforms the best results of the other

scheduling policies. The same conclusions are drawn for

almost all cases even if a confidence interval of 95 percent is

selected as shown in Fig. 9.
The effect of the tasks’ deadline deviation on the error E1

for varying tasks’ size is shown in Fig. 10. In this figure, the

performance of the SFTO, AFTO, and MMFS algorithms are

compared using low and high variation in the tasks’ dead-

lines. In particular, Fig. 10 compares the results obtained from

Fig. 7a with the results obtained assuming that the deadlines

follow a normal probability density function (pdf) of high

standard deviation (in this experiment, as standard deviation,

weselect the meanvalueof thetaskdeadlines). As isobserved,

for all algorithms except for MMFS, an improvement in the

errorE1 is noticed. However, the MMFS scheduling efficiency

deteriorates as the tasks’ deadline variation increases mean-

ing that the algorithm improvement compared to the other
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Fig. 8. The errors E1, E2, and E3 versus the normalized load p for a confidence interval of 66 percent in case of the FCFS, the AFTO, and the MMFS

policies.

Fig. 9. The errors E1, E2, and E3 versus the normalized load p for a confidence interval of 95 percent in case of the FCFS, the AFTO, and the MMFS

policies.
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techniques also decreases. This is due to the fact the MMFS
policy reallocates the tasks in the processors without taking
into consideration their deadlines. Similar conclusions are
drawn using the criterion E2 (see Fig. 11).

7.3.2 The Effect of Workload Variance

The effect of the task workload variance on scheduling
performance is illustrated in Fig. 12. In this figure, again, a
symmetric case of 500 processors is considered as in Fig. 7
along with tasks of similar deadlines and � ¼ 1:25. The
arrival model of Section 3.1 is adopted. In this experiment,
the number of tasks equals 2,500 within the time interval �.
The experiment is repeated for 20 time intervals �, that is,
for 2; 500 � 20 ¼ 50; 000 total tasks. We recall that, for each
experiment, 70 runs have been conducted as in the previous
case, and the average value over all runs is depicted in
Fig. 12. The MMFS scheme performs better than the other
scheduling methods, for all values of workload variances

and errors E1, E2, and E3. Note that as the workload
variance increases, the performance of all the schemes
improves (except for that of MMFS, which remains almost
the same since it is close to the ideal case).

The variation of the values obtained across all the 70 runs
is shown in Fig. 13 for a confidence interval of 66 percent.
As it is noticed, in all cases, the worst performance of the
MMFS and the AFTO outperforms the best performance of
the FCFS under all three criteria.

7.3.3 The Effect of the Number of Processors

Fig. 14 illustrates the performance of the five examined
scheduling policies with respect to the number of proces-
sors. The experiments have been conducted for a number of
processors ranging in ½50; . . . ; 1; 000�. In all cases, a
symmetric processor capacity is considered for a load
� ¼ 1:5. It is also assumed that the workload variance
equals 10 percent of the respective mean value. As the
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Fig. 11. The error E2 versus the load � in case of low and high deadline deviation for (a) the SFTO, (b) the AFTO, and (c) the MMFS policy.

Fig. 12. The errors E1, E2, and E3 versus the variance of the task workload for the FCFS, EDF, SFTO, AFTO, and the MMFS scheduling policies.
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number of processors increases, the number of tasks also
increases to retain a constant load to the Grid infrastructure.
As is observed, the MMFS scheduling policy outperforms
the other ones, with the AFTO scheme being the second
best. In addition, as the number of processor increases, a
slight improvement in scheduling efficiency is accom-
plished, with a decreasing ratio, however. For the error
E2, the performance of the MMFS approach is almost near
to the ideal one independent from the number of the
processors comprise the Grid infrastructure.

7.3.4 The Effect of the Number of Tasks

Fig. 15 presents the influence of the number of tasks that
arrive within the time interval �. In this experiment, the
load � equals 1.5 and 500 processors of similar capacity are
adopted. As is observed, the MMFS scheduling policy
yields the best results compared to the other examined

approaches. It is also observed that as the number of tasks
increases, the scheduling efficiency also increases, but with
a decreasing rate. As the number of tasks increases, the task
size decrease to retain a constant load �. This indicates that,
for a large number of small tasks, the scheduling algorithms
better exploit the available processor capacity of the Grid
infrastructure.

7.3.5 The Effect of Processor Capacity Variation

In this section, we evaluate the effect of the processor
asymmetries (variation of the processor capacity) on the
scheduling performance. In all experiments, 70 runs have
been conducted, and the average value over all runs is
chosen. In addition, 500 processors are considered of
varying capacity. Furthermore, we consider that 2,500 tasks
arrive to the Grid within a time interval of � and that each
experiment is repeated until the time reaches 20 � �, that is,
for 2; 500 � 20 ¼ 50; 000 total tasks.
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Fig. 13. The errors E1, E2, and E3 versus the workload variance for a confidence interval of 66 percent in case of the FCFS, the AFTO, and the

MMFS scheduling policies.

Fig. 14. The errors E1, E2, and E3 versus the number of processors for � ¼ 1:5 and workload variance 0.1.

Fig. 15. The errors E1, E2, and E3 versus the number of tasks for � ¼ 1:5 and workload variance 0.1.
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In particular, Fig. 16 illustrates the performance for the five
examined scheduling schemes with respect to the normalized
� load under different scenarios of processor capacity for the
errorE1. In all experiments, the same mean processor capacity is
considered. Fig. 16a shows the results of processors of similar
capacities (as in Fig. 7a), whereas Figs. 16b, 16c, 16d, and 16f
show the results obtained using asymmetric processor
capacities. In particular, Fig. 16b considers that the capacity
of the processors follows a normal pdf of high standard
deviation (in this case, the half of the respective mean value),
called Asymmetric Gaussian case. Fig. 16c assumes a uniform
distribution of the processor capacity in the interval of
½a2 � �þ a�, wherea is a small value of processor capacity, and
� is the mean processor value (this is called the Asymmetric
Uniform case). The effect of different groups of processors,
with processors in each group having the same capabilities, is
presented in Figs. 16d, 16e, and 16f. In the scenario of Fig. 16d,
the processors are equally divided into two groups, one of
high capacity and one of low capacity—Cluster Symmetric
case. Fig. 16e presents the scenario where the majority of the
processors (80 percent) are of low capacity, whereas the
remaining are of high one—Cluster Biased Low case. In
contrast, Fig. 16f shows the opposite scenario, where the
majority of the processors (of 80 percent) are of high
capacity—Cluster Biased High case.

As observed, in all cases, the MMFS outperforms the
other examined scheduling schemes. In addition, we notice
that high deviation of the processors’ capacities deteriorates
the scheduling performance for the FCFS, EDF, SFTO, and
AFTO policies. Instead, the MMFS scheme remains robust.
This is due to the fact that the task reallocation adopted in
the MMFS method optimizes the task assignment to the
processors, which is not achieved by the other approaches.
This is more evident in case of many low capacity
processors, since the few processors of high capacity cannot
compensate the infeasible scheduling of tasks assigned to
low-capacity processors.

Comparisons of the error E1 for the six different
examined cases of the processors’ variations are presented
in Fig. 17 for the five different scheduling policies. In this
figure, the aforementioned conclusions are more evident.
More specifically, the best performance for FCFS, EDF,
SFTO, and AFTO is accomplished for the symmetric case
and the worst for the case wherein many processors of low
capacity exist. It is also noticeable that the differences are
not so important in case that the processors’ capacity is
allocated over all possible values (see the normal and
uniform distribution). On the contrary, the existence of
processor groups with extreme capacity values yields
significance deterioration of the results (better performance
in a case biased of high processor capacity is accomplished).

7.3.6 Validation in Real Experiments

Validation of the aforementioned simulations in real experi-
ments is presented in Fig. 18. The experiment has been
conducted using the GRIA and GRIDLAB architecture as
described in Section 7.1. In this case, 50 processors consist of
the cluster of the Grid infrastructure. Tasks are generated
from 3D rendering algorithms in computer graphics. The
validation is performed assuming an arrival of 250 tasks
within the � time intervals. All tasks are assumed to have
similar deadlines. Similar conclusions are observed in this
case, which validates the simulations conducted in the
previous sections. More specifically, the MMFS yields the
best performance with the AFTO scheduling policy comes the
second.

7.3.7 Computational Complexity

The computational complexity of the EDF, SFTO, AFTO, and
MMFS scheduling schemes is presented in Table 3 for
different values of tasks requested service and different
number of processors. The worse expressions for the
algorithm complexity over all the 70 runs are taken into
account. The computational complexity has been normalized
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Fig. 16. The effect of processor capacity variation on the error E1 (a) symmetric case, (b) asymmetric Gaussian case, (c) uniform case, (d) cluster

symmetric case, (e) cluster asymmetric case biased of low processor capacity, and (f) cluster asymmetric case biased of high capacity.
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with respect to the cost of the EDF scheme when the number
of submitted tasks equals 2,500 and the number of processors
equals 100. As expected, the computational complexity
increases with respect to the number of tasks and with
respect to the number of processors. The MMFS policy is
sensitive to the number of processors, though in our
experiments, it presents a low computational complexity
for a relatively small number of processors. However, it
should be mentioned that the computational complexity of
the MMFS can be retained very small if a constant number of
iterations is adopted at the expense of the performance
efficiency. Instead, the AFTO policy is sensitive to the number
of the submitted tasks, since it requires reestimation of the fair
rates upon task arrivals or departures. The complexity of the
other scheduling policies is almost linearly affected with
respect to the number of tasks and processors.

8 CONCLUSIONS

In this paper, we proposed three new scheduling algorithms
for the Grid environment that could be used to implement
scheduling in a fair way. In the SFTO, the tasks are ordered in
the queue in an increasing order with respect to their
nonadjusted fair completion times. The nonadjusted fair
completion times are obtained by the nonadjusted fair

computational rates of the tasks by applying a max-min fair
sharing algorithm. An improved version of the SFTO scheme
is the AFTO scheduling policy, where the fair rates are
dynamically adjusted each time tasks become inactive (for
example, they complete execution) or active (for example,
new arrivals) to better exploit the offered multiprocessor
capacities. In the AFTO scheme, the fair rates of the tasks are
not constant, as is assumed in the SFTO scheme, but they
increase when tasks complete execution and decrease when
new tasks arrive. In both scheduling methods, the processor
at which the tasks are assigned for execution is found based
on the ECT policy modified so that processor capacity gaps
are taken into account. Finally, in the third fair Grid
scheduling scheme that we presented, the max-min fair
scheduling (MMFS) scheme, the selection of a fair task
queuing order and the selection of a processor assignment are
simultaneously addressed. In particular, the algorithm
allocates the tasks to the available processors so that the
actual task rate after the scheduling is much as close to the fair
ones as obtained by the max-min fair sharing scheme. All the
three proposed scheduling algorithms are oriented to a
multiprocessor computing system. The three proposed
algorithms can be integrated in existing Grid computing
systems to improve the task allocation performance.
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Fig. 17. Comparison of the processor capacity variation for the error E1. (a), (b), (c), and (d) The symmetric case, the asymmetric Gaussian case,

and the uniform case for the EDF, SFTO, AFTO, and MMFS, respectively. (e), (f), (g), and (h) The cluster symmetric case, the cluster asymmetric

case biased of high processor capacity, and the cluster asymmetric case biased of low capacity for the EDF, SFTO, AFTO, and MMFS, respectively.

Fig. 18. The scheduling performance on a real experiment of tasks generated by 3D rendering computer graphics algorithms with (a) the error E1,

(b) the error E2, and (c) the error E3.
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Experimental results and comparisons with the tradi-
tional FCFS and EDF scheduling schemes indicate that our
proposed scheduling schemes are fairer and better exploit
the available multiprocessor Grid resources. The simula-
tions have been conducted by submitted thousands of tasks
of varying size and workload variance to a multiprocessor
computing system comprising of hundreds of processors of
varying capacity. The experiments indicate that the MMFS
algorithm is less sensitive to processor capacity variations
instead of the SFTO and AFTO scheme. However, in all
conditions, the proposed algorithms outperform the tradi-
tional ones. The AFTO policy is more effective than the
SFTO one in the extent of computational complexity. The
MMFS policy outperforms the SFTO and the AFTO schemes
in all the simulation conditions.

APPENDIX A

IDEAL NONWEIGHTED MAX-MIN FAIR SHARING

ALGORITHM

The nonweighted max-min fair sharing algorithm is de-
scribed as follows: The demanded computation rates Xi,
i ¼ 1; 2; . . . ; N , of the tasks are sorted in ascending order, say,
X1 < X2 < � � � < XN . Initially, we assign capacityC=N to the
task T1 with the smallest demandX1, whereC is the total grid
computation capacity (1). If the fair share C=N is more than
the demanded rate X1 of task T1, the unused excess capacity
of C=N �X1 is again equally shared to the remaining tasks
N � 1 so that each of them gets an additional capacity
ðC=N þ ðC=N �X1ÞÞ=ðN � 1Þ. This may be larger than what
task T2 needs, in which case, the excess capacity is again
equally shared among the remaining N � 2 tasks, and this
process continues until there is no computation capacity left
to distribute or until all tasks have been assigned capacity

equal to their demanded computation rates. When the
process terminates, each task has been assigned no more
capacity than what it needs, and, if its demand was not
satisfied, no less capacity than what any other task with a
greater demand has been assigned. This scheme is called
nonweighted max-min fair sharing since it maximizes the
minimum share of a task whose demanded computation rate
is not fully satisfied.

We can mathematically describe the previous algorithm
as follows. We denote by riðnÞ the nonadjusted fair
computation rate of the task Ti at the nth iteration of the
algorithm. Then, riðnÞ is given by

riðnÞ ¼
Xi if Xi <

Pn
k¼0

OðkÞ
Pn
k¼0

OðkÞ if Xi �
Pn
k¼0

OðkÞ;

8>><
>>: n � 0; ðA1aÞ

where

OðnÞ ¼
C �

PN
i¼1

riðn� 1Þ

cardfNðnÞg ; n � 1 ðA2bÞ

with

Oð0Þ ¼ C=N: ðA1cÞ
In (A1b), NðnÞ is the set of tasks whose assigned fair

rates are smaller than their demanded computation rates at
the beginning of the nth iteration, that is,

NðnÞ ¼ fTi : Xi > riðn� 1Þg and Nð0Þ ¼ N; ðA2Þ
whereas the function cardð�Þ returns the cardinality of a
set. The process is terminated at the first iteration no at
which either OðnoÞ ¼ 0 or the number cardfNðnoÞg ¼ 0.
The former case indicates congestion, whereas the latter
indicates that the total grid computation capacity can
satisfy all the demanded task rates, that is,

XN
i¼1

Xi < C: ðA3Þ

The nonadjusted fair computation rate ri of task Ti is
obtained at the end of the process as

ri ¼ riðn0Þ: ðA4Þ

APPENDIX B

IDEAL WEIGHTED MAX-MIN FAIR SHARING

ALGORITHM

In this case, we allocate computation capacity as if the number

of submitted tasks is equal to the sum of the respective

weights, that is, as if there were ~N ¼
PN

i¼1 ’i virtual tasks. An

equal fair sharing is performed for all ~N virtual tasks using

the algorithm of Section 6.1.1. Equation (A1) is then modified

as follows:

riðnÞ ¼
Xi if Xi < ’i �

Pn
k¼0

OðkÞ

’i �
Pn
k¼0

OðkÞ if Xi � ’i �
Pn
k¼0

OðkÞ;

8>><
>>: n � 0; ðB1Þ
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TABLE 3
The Normalized Computational Complexity of the EDF, SFTO,
AFTO, and MMFS with Respect to the Number of Tasks and the

Number of Processors (Four Instances)

Normalization is performed for the EDF at 100 processors and
2,500 tasks.
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where

OðnÞ ¼
C �

PN
i¼1

riðn� 1Þ

~NðnÞ
; n � 1 ðB2Þ

and

Oð0Þ ¼ C= ~N; with ~N ¼
XN
i¼1

’i: ðB3Þ

~NðnÞ is the sum of the weights of the tasks whose assigned fair
rates are smaller than their demanded computation rates at
the beginning of the nth iteration of the algorithm, that is,

~NðnÞ ¼
X
i

’i : for all i : Xi > riðn� 1Þ and ~Nð0Þ ¼ ~N:

ðB4Þ

The process is terminated at an iteration no at which either
OðnoÞ ¼ 0 or cardf ~NðnoÞg ¼ 0.

APPENDIX C

MAX-MIN FAIR SCHEDULING

Since tasks are nonpreemptable (they cannot be split in
smaller units that are executed on different processors), the
sum of the rates of the tasks assigned for execution to a
processor may be smaller than the processor capacity, and
some processors may not be fully utilized. A processor with
unused capacity will be called an underflow processor. In an
optimal solution, tasks assigned to underflow processors
have schedulable rates that are equal to their respective fair
rates, rsi ¼ ri, and do not contribute to the errorE (otherwise,
we could assign additional capacity to those tasks and reduce
the error). Only tasks assigned to fully utilized processors
may contribute to the error E (but not all tasks assigned to
fully utilized processors contribute to the error).

We define the overflow Oj of processor j as

Oj ¼ max 0;
X
i2Pj

ri � cj

8<
:

9=
; ðC1aÞ

and the underflow Uk of processor k as

Uk ¼ min 0;
X
i2Pk

ri � ck

( )
: ðC1bÞ

Processors for which Oj > 0 will be referred to as overflow

processors, whereas underflow processors are those for

which Uk < 0. In an optimal solution, we haveX
i2Pj

rsi ¼ cj; for all j for which Oj > 0

and the error E is equal to the sum of the total processor

overflow

E ¼
XN
i¼1

ri � rsi
�� �� ¼X

j2�

Oj; ðC2Þ

where � is the set of overflow processors (underflow

processors do not contribute to the error E).

Therefore, the minimization problem of (11) can be

rewritten as

minE ¼ min
X
j2�

Oj ðC3aÞ

subject toX
i2Pj

rsi � cj; Pj ¼ fi : Ti scheduled on j processorg: ðC3bÞ

Equation (C3) states that scheduling the tasks with rates
as close as possible to their respective fair rates (11) is
equivalent to finding a solution that minimizes the overall
processor overflow. However, the minimization of (C3a)
subject to the constraint of (C3b) is computationally
intensive (it is the similar to the bin-packing problem,
which is NP-complete), since every possible task assign-
ment to the M available processors should be examined. In
what follows, we propose a heuristic task-rearrangement
scheme of polynomial time to obtain a good assignment of
tasks to processors.

Processor Assignment. The proposed algorithm com-
bines processors of capacity overflow with processors of
capacity underflow to obtain a better exploitation of the
overall processor capacity. More specifically, given an
assignment of tasks to processors, we consider the
rearrangement where a task of rate rl assigned to an
overflow processor is substituted for a task of rate rm
assigned to an underflow processor. After the task
rearrangement, the overflow (underflow) capacity of the
processors is updated as follows:

Rj ¼ Oj � "; ðC4aÞ

Rk ¼ Uk � "; ðC4bÞ

where

" ¼ rm � rl: ðC4cÞ

Equation (C4c) expresses the task rate difference between
the two selected tasks, where Rj and Rk are the updated
processor residuals. If Rj > 0, processor j remains at the
overflow state after the task rearrangement, whereas if
Rj < 0, processor j turns to the underflow state.

The tasks with rates rl and rm that are exchanged are
selected so as to reduce the overall processor overflow or
equivalently reduce the error E given by (C2). A reduction
is accomplished only if the task rate difference as expressed
by (C4c) satisfies the following equation:

" : O0j þO0k < Oj; ðC5Þ

where O0j ¼ maxð0; RjÞ and similarly O0k ¼ maxð0; RkÞ.
The explanation of (C5) is stated as follows: Initially,

processor j is the overflow, and processor k is the under-
flow, so that only processor j contributes to the error E (see
(C3)). After the task rearrangement, the total contribution of
the processors j and k to the error E should be less than
their initial contribution for the rearrangement to yield an
error reduction. Such rearrangements between the overflow
and underflow processors are repeated until no task
rearrangement that satisfies (C5) can be found.
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