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Abstract— We propose the scalable networking scheme
for high-speed networks where quality of service (QoS) is
important. The main objective of the scheme is to provide
QoS guarantees and to achieve scalability to very large traf-
fic volume and link bandwidth. Other important goals in-
clude extensibility, small to moderate buffer requirements,
high throughput, small latency, and loss-free communica-
tion. The proposed scheme can service a wide variety of
traffic classes and is applicable to various switching and
multiplexing techniques. .
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I. INTRODUCTION

Many communication protocols have been proposed in
the literature or implemented in practice, some of which
deal with flow control [3], {7], [8], [13] and some others deal
with connection establishment [4], [6], [10], [12]. We have
also proposed the conflict-sense routing (CSR) protocol
(14], the ready-to-go virtual circuit (RGVC) protocol [15],
[16]} and the efficient reservation virtual circuit (ERVC)
protocol [16], [17] to be used in the 100-Gbps Thunder
and Lightening network testbed, and the virtual circuit
deflection (VCD) protocol {19] to be used in the MOST
Tera Switch under development at UCSB.

With the advance of networking technologies, the band-
width of communication networks is increasing rapidly
and terabit networks are expected to be available in the
near future. However, the exponential growth of Internet
traffic and the requirements of emerging networking ap-
plications, such as mobile communications and quahty of
service (QoS) for multimedia traffic, are imposing great
challenges on the future networking environment. In par-
ticular, scalability is a critical issue to next-generation In-
ternet, where very high-speed links are used, an extremel
large and rapidly growing number of sessions are servicec{
and QoS guarantees are mandatory.

Previous solutions for guaranteeing QoS may not be
scalable to future networks that carry very large traffic
volumes. A reason is that these protocols require inter-
mediate network nodes to maintain QoS information for
each of the QoS-guaranteed sessions that they service. In
the future Internet core, the number of sessions serviced
by a node is expected to be extremely large so that a QoS-
guaranteed communication protocol that requires every
node to maintain per-flow state will be infeasible. Also,
the resource reservation protocol (RSVP) [5] requires re-
freshing messages sent frequently along the established
connections, wﬁich may lead to scalability problems due
to large processing overhead.
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Another problem with the future networking environ-
ment is that in order to guarantee loss-free communica-
tion, transmission at full link speed, and small latency,
previous protocols require each link to have a buffer space
at least equal to the product of link bandwidth and
the round-trip link ﬁro agation delay. Although this is
currently feasible, the %u er requirements will be pro-
hibitivel hi%lh in future networks with very high-speed
links. On the other hand, the rate-based flow-control
mechanism can guarantee QoS and loss-free communi-
cation using a small buffer space. Protocols based on
such a flow-control mechanism, however, require a round-
trip delay for connection establishment before data pack-
ets can be transmitted, which is nonnegligible compared
to typical session holding times in high-speed networks,
leading to lower link utilization and thus lower achiev-
able throughput. Also, the increase in latency may not
be acceptable to latency-sensitive sessions.

In this paper, we propose the scalable networking
scheme (SNS) to tackle the above two challenging issues
in high-speed networks with very large traffic volume and
QoS-guarantee requirements. e propose the scalable
resource reservation subscheme and the scalable routing
subscheme for QoS guarantees without maintaining per-
flow state. We also propose the scalable {low-control sub-
scheme for traffic engineering and loss-free communica-
tion in very high-speed networks with small to moderate
buffer requirements. We also present the aggressive trans-
mission technique where data packets can be transmitted
before a connection is fully established, considerably re-
ducing the latency, and timed/activated resource reserva-
tion and allocation/locking, where resources are reserved
and allocated/locked for a session only during the period
when resources are actually used by that session. The
scalable resource reservation subscheme is the first that
combines both timed reservation and aggressive transmis-
sion, achieving small latency and high throughput at the
same time. Also, activated resource allocation/locking re-
lieves SNS-based network of the need for accurately syn-
chronized clocks, and when combined with the immedi-
ate reservation technique, enables SNS-based networks to
allocate and/or lock resources efficiently without relying
on the availability of any clock signals. Moreover, the
proposed conservative transmission technique guarantees
QoS/class of service (CoS) and loss-free communication
at the expense of a round-trip delay for connection es-
tablishment; the aggressive transmission technique com-
bined with the credit-first flow-control mechanism guar-
antees loss-free communication with a small offset delay;
and the proposed aggressive reservation technique guar-
antees QoS/CoS and loss-free communication with a smail
or even zero offset delay, by allowing additional resources
to be reserved in advance (e.g., for virtual paths (see Sub-
section III-B)).

The remainder of the paper is organized as follows. In
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Section I, we present the scalable networking scheme. In
Section III, we present the scalable resource reservation
scheme and several reservation mechanisms. In Section
IV, we present the scalable routing scheme. In Section V
we present the scalable flow-control scheme and a novel
flow control mechanism. In Section VI, we conclude the
paper.

II. THE SCALABLE NETWORKING SCHEME (SNS)

The objective of this work is to develop a networking
scheme for next-generation networks with the following
capabilities and properties:

o Q0S/CoS guarantees and effective traffic engineering.

. .éccﬁlabilz’ty to very large traffic volume and link band-
widt

. exte,nsz'bz'lity so that new mechanisms and advanced fea-~
tures can be easily added to the protocols, if desired, and
simpler nodes witﬁ basic features and complex nodes with
advanced features can coexist in the same network.

« high throughput, low latency, small call-setup rejection
rate, and effective tradeoffs between them for connection-
oriented sessions.

o small to moderate buffer requirements.

Other important goals include (1) servicing a wide range
of traffic classes efficiently, (2) guaranteeing loss-free com-
munication, if required, or providing packet-loss proba-
bility no more than the ones requested by sessions, (3)
applicability to various implementation technologies and
underlying switching and multiplexing techniques, (4) ef-
fective tradeoffs between the efficiency and complexity of
the resultant protocols, as well as the buffer requirements
(and thus effective tradeoffs between the hardware cost
and network performance), (5) efficient internetworking
with QoS/CoS guarantees between different SNS-based
networks as well as efficient internetworking between SNS-
based protocols and other popular protocols/technologies,
and (6) the capability to incorporate other techniques to
satisfy other important requirements, such as security and
reliability.

To achieve these goals, the scalable networking scheme
is divided into several subschemes dealing with (I) sig-
naling and resource reservation (based on the scalable re-
source reservation scheme), (II) routing and forwarding
(based on the scalable routing scheme), (IIT) flow control
and traffic engineering (based on the scalable flow-control
scheme), (IV) application to various switching and multi-
plexing techniques, (V) internetworking between different
protocols and interfacing with different layers, (VI) relia-
bility and failure recovery and reoptimization, and (VII)
other important issues such as security. These subschemes
are developed separately, and one or several mechanisms
can be taken from each of the subschemes and combined to
handle a particular session. The mechanisms and features
are selected according to the properties and requirements
of that session, network traffic, and the actual implemen-
tation of the network. Such flexibility enables a single pro-

tocol to service certain functions of various traffic classes

efficiently, rather than requiring different protocols for dif-
ferent traffic classes; it also enables the resultant protocols
to be adaptive to traffic conditions and implementation
technologies.

QoS/CoS and loss-free communication are guaranteed
through the reservation and allocation/locking of re-
sources (Part I) and an appropriate flow control mech-
anism (Part III); low latency and high throughput are

achieved through fast establishment of connection (Part
I) and efficient reservation of resources (Part I), in addi-
tion to appropriate routing algorithms (Part II) and traffic
engineering (Part III); scalability is achieved by reducing
buffer requirements and providing QoS/CoS guarantees
without per-flow state at every intermediate node, where
the former is made possible by the scalable flow-control
scheme (Part III) and the latter by appropriate reserva-
tion mechanisms (Part I), in addition to scalable rout-
ing and forwarding mechanisms (Part II) and prioritiz-
ing data packets when desired. Extensibility is achieved
by appropriate design of resource reservation and allo-
cation/locking techniques and routing and flow-control
mechanisms [20]. In what follows, we briefly present
the functions of and the interaction between these sub-
schemes, and elaborate on some of them in the next few
sections.
« L. Signaling and Resource Reservation:
SNS provides service to both connection-oriented and con-
nectionless traffic. For a connection-oriented session, we
first establish a connection between the source and des-
tination using the scalable resource reservation scheme,
and then transmit data packets along the reserved route
using the resources reserved for that connection. A setu
acket is first sent to reserve the required capacity, fol-
owed by data packets after an offset time d5. The setup
packet is routeg in the network using the scalable routing
scheme (Part II), while the data packets are handled at
the source, destination, and intermediate nodes using the
scalable flow-control scheme (Part III) to prevent them
from dropping.
o II. Routing and Forwarding:
For connectionless sessions, the data packets are routed
using the scalable routing scheme. For connection-
oriented sessions, the setup packets are routed using the
scalable routing scheme, and then the data packets follow
using the path(s) established by the setup packet(s). We
have derived several session/tunnel routing algorithms for
the scheme, which will be reported in the near future.
« III. Flow Control and ’%rafﬁc Engineering:

In order to guarantee a minimum transmission band-
width, loss-free communication or small dropping rate,
and balanced and effective utilization of aggregate net-
work resources, the scalable flow-control scheme is em-
ployed to utilize the resources reserved by the scalable re-
source reservation scheme so as to achieve high through-
put and small latency and to guarantee the quality of
service (QoS).

o IV. Switching and Multiplexing:

The resource reservation mechanisms, routing algorithms,
and flow control mechanisms will be combined with var-
ious underlying multiplexing techniques and switching
techniques, such as virtual circuit, circuit switching, vir-
tual cut-through, wormhole routing, as well as other new
§witching techniques. Details will be reported in the near
uture.

o V. Internetworking and Interfacing:

In order to adapt to different physical media (such as
dense wavelength division multiplexing (DWDM) or wire-
less networks) and different switching techniques, SNS
may lead to different protocols; different requirements and
constraints in local area networks and wide area networks
may also lead to different protocols/networks. Networks
implementing these SNS-based protocols as well as exist-
ing technologies, such as Ethernet, asynchronous transfer
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mode (ATM) [1], [11], and multiprotocol label switching
(MPLS) [9], may need to be connected together. There-
fore, intemetworkin}g1 is an important issue for SNS in that
it determines whether QoS guarantees and other goals
such as high throughput, low latency, loss-free communi-
cation, reliability, and security can be met across different
networks. Efficient interfacing with higher and lower lay-
ers is also important.

e VI. Reliability and Failure Recovery:

When a network link or node fails, it is important for
the network to recover from the failure in a short time
(possibly by redundant/precalculated alternative routes),
to maintain reasonable QoS for QoS-guaranteed sessions
to optimize new routing tables, and to balance the loa
by reengineering the traffic. Incorporating reliability and
reoptimization techniques into the networking scheme, es-
pecially for QoS-guaranteed sessions, is crucial to its ap-
plicability.
o VII. Others:
Other components may be added to the basic scheme
to satisfy emerging application requirements, to enhance
performance, and/or to reduce implementation cost as
new networking and VLSI technologies mature and ap-
lication environments change. For example, securitfy or
oth connection-oriented sessions and datagrams is of par-
ticular interest.

ITI. SIGNALING AND RESOURCE RESERVATION

In this section, we present the scalable resource reserva-
tion scheme that achieves high throughput and small la-
tency in high-speed networks. We also present several re-
source reservation mechanisms for scalable resource reser-
vation without maintaining per-flow state at every inter-
mediate node.

A. The Scalable Resource Reservation Scheme (SRRS)

The scalable resource reservation scheme consists of
seven phases. These phases are “pipelined” in that a lat-
ter phase can start at a node before a former phase is
completed in the network.

+ Phase 1 (Setup Phase):

In order to establish a connection (i.e., a route with re-
served capacity) for the transmission of data packets,
the source node (for source-initiated reservation) sends
a setup packet, which carries with it part or all of the
following information:

(i) basic information: (a) source and destination ad-
dresses, (b) traffic class, and (c) loose/tight routing path
(if source routing is used),

(i) parameters: (a) transmission bandwidth, (b) opti-
mization criteria (e.g., throughput, latency, and/or reli-
ability), (c) sensitivity to delay, (d) time-to-live (T'TL),
and (e) other QoS/CoS parameters,

(i) SNS information: (a) the starting time tg for trans-
mission, (b) the amount of data to be transmitted or the
duration d; of the session,

(iv) SNS options: (a) choice of dropping, buffering, or de-
flecting data packets when connection is not available (see
Phase 4), (b) the routing and forwarding mechanism to be
used, (c) the flow control mechanism to be used, and/or
(v) other information: any information that may be use-
ful, such as the way resource reservation and locking are
initiated and terminated (e.g., timed reservation, acti-
vated locking).

When an intermediate node ¢ receives the setup packet, it
finds an appropriate outgoing link (possibly by looking at
its routing table based on the information and parameters
carried by the setup packet). Any unicast or multicast
routing algorithm (see Section IV) can be used to route
the setup packet.

Node ¢ then computes the reservation time ¢;, after which
data packets are expected to arrive, and the reservation
duration d;, during which all data packets are supposed
to finish transmission at that node. If there are several
priority levels for packets, setup and other control packets
should be assigned higher priority for transmission.

For receiver-initiated reservations, the destination, in-
stead of the source, is the one that sends the setup packet
to establish the connection in the reverse direction of the
path followed by the setup packet. In the remaining of
tklle paper, we omit receiver-initiated reservations for sim-
plicity.

o Phase 2 (Reservation Phase): Each node ¢ on the
established part of a connection reserves the capacity re-
quired by the connection at reservation time ¢; (according
to its local clock or the clock signal it receives).

The reservation time ¢; may range from the time node %
receives the setup packet (that is, the capacity is reserved
right after the outgoing link is selected) to a time long
enough for the entire connection to be established and
for the first data packet to arrive at the node (which will
happen at least a round-trip delay after the setup packet
arrives at node 1 if the source node waits for an acknowl-
edgement to start transmission). Note that capacity at
downstream nodes should be reserved with time lags ap-
proximately equal to the propagation delay on the link
connecting two neighboring nodes plus the transmission
delay, since approximately that much time is required for
the first data packet to arrive from an upstream node to
a downstream neighbor. In other words, t; — ¢; for neigh-
boring nodes %, j is approximately equal to the delay of
link (¢,7) and once tg is specified, the reservation times
t; for all downstream nodes ¢ do not need to be carried in
the setup packet.

Note that if the required capacity is reserved right after
a setup packet is processed at an intermediate node, the
reservation technique is called immediate reservation and
the network node does not need to have a clock at all;
otherwise, we call the reservation technique timed reser-
vation and the network node need to have a local clock
or to receive a clock signal from the network. Note, how-
ever, that an SNS connection can contain network nodes
without a clock using immediate reservation (usually for
nodes that are not performance bottlenecks) and nodes
with clocks using timed reservation (usually for nodes
where resources are scarce relative to the application re-
quirements). Note also that we only need to synchronize
clocks between neighboring nodes (to a certain accuracy)
in order to reserve the capacity (and to allocate/lock the
reserved capacity accurately (see Phase 3)), since each
node on the connection can compute and accumulate the
time that has elapsed since the setup packet was generated
in order to determine the remaining time to turn on the
connection. A global clock or synchronized distributed
clocks (within small error bounds) may help but are not
necessary.

+ Phase 3 (Allocation/Locking Phase): Each node ¢

on the established part of a connection allocates/locks the
reserved capacity for the connection
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Fig. 1. (a) Setup, acknowledgement, and transmission phases are
not pipelined in ordinary reservation schemes. (b) Pipelining
setup, reservation, locking, and transmission phases in the scal-
able resource reservation scheme (SRRS). (c) Possible actions
(e.g., dropping and deflection) taken by SRRS when data pack-
ets catch up with the setup packet. Note that buffering or other
actions are also possible when appropriate flow-control mecha-
nisms (see Section V) are used.

(i) upon the reception of an allocation/locking control
packet (i.e., a special case of activated allocation/locking),
(11) upon the reception of the first data packet (i.e., an-
other special case of activated allocation/locking),
(#i) at time by, b; > t; (i.e., timed allocation/locking), or
(iv) whichever happens first among a subset of the pre-
ceding events.
The option taken may depend on the type of the connec-
tion or the default of the node. Note that different nodes
on a connection can initiate locking based on different op-
tions. Note also that the reserved interval may be made
somewhat larger than the locked interval since the former
does not waste as many network resources, and a longer
reserved interval can prevent data packets from dropping
due to inaccurate clocks. ,
Note that the capacity reserved by a connection may still
be used by other traffic, unless it 1s “locked” for that con-
nection. In other words, the purpose of reservations is
bookkeeping, while lockinﬁ explicitly forbids other ses-
sions from using the locked capacity. Instead of locking
the reserved capacity, we can “allocate” the capacity to
that connection so that the “owner session” has the high-
est priority to use the capacity, while other connections
or fill-in traffic may use the allocated cagacity when no
%ackets from the owner session are available.

his phase can be combined with Phase 2 as in most
previous reservation-based protocols, so that reservation
and allocation/locking are performed at the same time. It
may also be completely eliminated if allocation or locking
of resources is not required.
« Phase 4 (Transmission Phase): The source node S
starts transmission when it receives an acknowledgement

for the establishment of a connection or at transmission
time tg (of its local clock or according to the clock signal

it receives), which is computed when the setup packet is
sent out (see item (iii) of Phase 1) and may change due

to a postponement or rejection control packet from an
intermediate node, depending on the option specified for
the connection.

Note that ts may range from the time the source node S
sends the setup packet to a time long enough for the en-
tire connection to be established and acknowledged. The
transmission technique where a source node is allowed to
start transmitting data packets before it receives an ac-
knowledgement for the establishment of the connection
(see Fig. 1b) will be referred to as aggressive transmis-
sion. The transmission technique where a source node is
not allowed to transmit any data packet until it receives
an acknowledgement from the destination and until its lo-
cal time is at least tg will be referred to as conservative
transmission.

If the data packets catch up with the setup packet or ar-
rive at a node before the reserved capacity is available
(e.g., due to inaccuracy/error of clocks), one of several
possible actions is performed according to the option spec-
iﬁeéi in the setup packet or the default of the network
node:

— Option 4.1 (Dropping packets): The simplest ac-
tion is to drop the data packets.

Note that there are several ways to guarantee that data
packets are never dropped due to overflow, including usin,

conservative transmission or an appropriate flow-contro
mechanism (see Option 4.2 and Subsection V-A).

— Option 4.2 (Buffering packets): Higher through-
put and smaller latency may be achieved by storing the
data packets in buffers until the connection to the next
node is available, especially when the packets arrive only
slightly before the outgoing link is expected to become
available.

To implement this option, network nodes need sufficient
buffer space and an effective flow control mechanism such
as credit-first flow control (see Section V).

— Option 4.3 (Deflecting packets): Deflecting the
setup and data packets to an available outgoing link re-
duces the buffer requirements and may also reduce la-
tency.

When no apgropriate outgoing link is available, the data
packets are dropped, buffered, redirected, or transmitted
over several split subconnections.

— Option 4.4 (Other alternatives):

More options, such as bifurcated routing, can be added
later as new networking and VLSI technologies mature
and applications with different requirements emerge.

« Phase 5 (Renegotiation/Rerouting Phase): If a
session’s transmission rate or duration changes, or if the
session has to be rerouted to accommodate other connec-
tions or to increase its transmission bandwidth, the source
node or an intermediate node sends a control packet to ad-
just the resources and/or the path occupied by the con-
nection. The Renegotiation/Rerouting Phase can be re-
peated several times during the holding time of a session,

if so desired.
+ Phase 6 (Release Phase):

Each node ¢ on the connection release the allocated/locked
resources, upon the reception of a release control packet,
upon the reception of the last data packet, at (local) time
b; + d;, until node i times out after the connection stays
idle for a long time, or whichever happens first among
a subset of these events. The option taken may again
depend on the type of the connection or the default of
the node. Note that any option for the initiation of al-
location/locking can be paired with any option for the
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termination of allocation/locking.
» Phase 7 (Teardown Phase): Each node i on the con-

nection tears down the connection (by deleting associated
information, such as virtual channel numbers, and termi-
nating the reservation interval) when it receives a tear-
down control packet or the last data packet, or at (local)
time t; 4+ d; + A, depending on the option of the connec-
tion or the default of the node, where 4; is chosen so that
t;+A; > b;. The teardown control packet may be sent by
the destination in the reverse direction on the connection
path or by the source after it receives an acknowledge-
ment from the destination for the last data packet. Note
that Phases 6 and 7 may be merged into a single phase.
Other phases, actions, and options such as those deal-
ing with bursty traffic may be added to the preceding
basic scheme to enhance the performance as new net-
working and VLSI technologies mature and application
requirements change. Furthermore, even though SRRS is
reservation-based and connection-oriented, it can coexist
with other routing mechanisms such as those used for con-
nectionless traffic to maximize the network throughput.

B. Resource Reservation Mechanisms

In SRRS, we allow several different mechanisms for the
reservation of network resources.

The first mechanism is to reserve resources for each
of the virtual circuits that require QoS guarantees and
record the QoS requirements of that virtual circuit on all
the intermediate nodes along the virtual circuit. Each
network node maintains a table with the incoming and
outgoing virtual channel numbers and the QoS require-
ments for each of the virtual circuits that pass through it.
A data packet of such a session only needs to carry with it
a virtual channel number and does not have to carry any
QoS parameters. This resource reservation mechanism is
similar to that of ATM networks [1], [11] and those of or-
dinary virtual circuit protocols that have appeared in the
literature {15], [17], and can work with the first routing
mechanism of Section IV.

The second mechanism is to reserve the required aggre-
gate resources at a network node for all the connections
that require CoS/QoS guarantees that pass through it.
The intermediate nodes do not need to maintain the infor-
mation concerning incoming and outgoing virtual channel
numbers or CoS/QoS requirements for each of the connec-
tions. Instead, a data packet of such a session carries with
it the CoS/QoS parameters. This reservation mechanism
has to be combined with a routing mechanism that al-
ways routes the data packets of the same session along
the same path, unless some intermediate node(s)/link(s)
fail (e.g., the second or third routing mechanism of Sec-
tion IV). It is not necessary for these sessions to send
refreshing messages along the connections, although they
may send them infrequently if desired.

The third mechanism is to reserve the required aggre-
gate resources at a network node for all the connections
sharing a virtual path. The network node does not main-
tain specific information (e.g., for QoS or routing) for
every connection. Usually, we require data packets of
such connections to carry with them their CoS param-
eters. However, if a virtual path has default CoS/QoS
requirements/guarantees, then the data packets of that
virtual path do not need to carry CoS/QoS parameters
unless they have different CoS/QoS requirements. This
mechanism can work with the fourth and fifth routing

mechanisms presented in Section IV. This mechanism al-
low resources (e.g., 5% or 10% additional resources other
than those allocated or locked) to be reserved in advance
so that when packets of new sessions arrive, they can be
transmitted with QoS/CoS guarantees right away with-
out waitingrfor a round-trip delay for connection estab-
lishment. The setup packets of these new sessions can
then be used to further reserve additional resources. Note
that these additional reserved resources can be used by
any other sessions or fill-in traffic before they are allo-
cated/locked for certain sessions. We refer to such reser-
vation technique as aggressive reservation.

We can use the first mechanism for sessions with smaller
data packets, since such sessions would require larger over-
head for carrying CoS parameters if the second or third
mechanism were used. \%hen traffic is heavy and the table
entries for virtual circuits are about to be exhausted, we
simply use the second and/or third mechanism to make
reservation for more sessions. Other reservation mech-
anisms with respective advantages can also be used in
SRRS if desired. Since the second and third mechanisms
do not require a network node to maintain information
for every connection that passes through it, SNS-based
networks using a mix of these mechanisms are scalable to
very high tratlic volumes without requiring prohibitively
large tables at network nodes.

The mechanisms for resource allocation and locking are
similar to the preceding resource reservation mechanisms.
When a resource allocation/locking mechanism similar
to the second or third resource reservation mechanism is
used, we assign the highest priority to the sessions that are
allocated the resources. Note that if a session uses the first
(second or third) mechanism for resource reservation, it
should use a resource allocation/locking mechanism sim-
ilar to the first (second or third, resp.) mechanism for
resource allocation/locking. The details for resource allo-
cation/locking mechanisms are omitted in this paper.

IV. THE SCALABLE ROUTING SCHEME (SRS)

In this section we present the scalable routing scheme
for scalable routing without maintaining per-flow routing
information at every network node.

SRS supports both connectionless and connection-
oriented sessions. For connectionless traffic, any unicast
or multicast routing algorithm [1], [11], [18] can be used
to route a datagram; for a connection-oriented session,
any unicast or multicast routing algorithm can be used to
route the setup packet, and the data packets follow the
same path traversed by the setup packet. Different algo-
rithms are allowed for routing different setup packets and
datagrams. Note that in an SNS-based network, it is also
possible that all sessions are connection-oriented.

In what follows, we present several mechanisms for
routing and forwarding the data packets of a connection-
oriented session. The %rst mechanism is the same as the
one used in ordinary virtual circuit protocols, where setup
packets are forwarded to appropriate outﬁoing links ac-
cording to their destination addresses or the routes spec-
ified by the source nodes to establish the virtual circuits.
Data packets are then forwarded based on their virtual
channel identifiers (VCI), by looking up the switching ta-
ble at each network node.

The second mechanism is similar to that used in data-
ram networks, where a network node select the outgoing
ink for a data packet according to its destination address

(possibly based on a routing table). Therefore, each data

1339



packet carries with it a destination address rather than
a VCI or a virtual path identifier (VPI). But we require
that in the routing tables, the entries used to forward data
packets of a session have to be “fixed” during the holding
time of that session. For example, we can use shortest
paths (in terms of the minimum number of hops) as the
criteria to route packets, which do not change with time.
Note that we do not change these entries even if some
nodes fail or new nodes are added, unless they are on the
virtual circuit. We can also use the measured/estimated
traffic conditions to calculate these entries, but we do not
change nor delete them until all the sessions that use them
are torn down (e.g., by using a counter and timeout to de-
termine it). An intermediate network node knows which
entries to use to route a data packet simply by lookinﬁ
at the time stamp the data packet carries with it, whic!
records the time the first packet of that session was sent.
Therefore, routing using this mechanism can still be adap-
tive to traffic conditions to a certain degree, since we can
add new entries when traffic conditions change and use
these new entries for newer sessions.

The third mechanism is similar to source routing, where
a network node has to forward a data packet to an appro-
priate outgoing link according to the next-hop address or
port number the packet carries with it. Since we only
need a small number of bits to specify a port number, the
overhead for this method is not too large when the packet
size is not small and the number of intermediate nodes
is not large. When node addresses are used, the number
of bits, and thus the overhead, can be reduced by using
loose source routing. The latter results in a datagram
routing mechanism rather than a virtual circuit routing
mechanism but it may improve QoS of ordinary datagram
routing mechanisms since the data packets are now forced
to traverse certain nodes where resources may have been
reserved.

The fourth mechanism is to use a connection concate-
nating one or several virtual paths and/or virtual subcir-
cuits to route the packets of the same session. At the end
of a virtual path along a connection, one of the follow-
ing three submechanisms is used to change the VPI/VCI
of a data packet and to forward the packet. The first
submechanism (corresponding to the first routing mecha-
nism) looks up into a switching table to find an appropri-
ate VCI and VPI according to the current VCI. The sec-
ond submechanism (corresponding to the second routing
mechanism) forwards the data packet to an appropriate
virtual path, virtual subcircuit, or outgoing link to an-
other node according to its destination address (possibly
based on a routing table). The VCI and VPI of the packet
are updated accordingly. Note that, similar to the second
routing mechanism, we require the associated routing ta-
ble entries remain “fixed” during the lifetimes of all the
sessions using those entries. The third submechanisms
(corresponding to the third routing mechanism) requires
each data packet to carry with it the VPI for the next vir-
tual path to be traversed},] and the data packet is forwarded
to that virtual path accordingly. Note that these three
submechanisms can be employed in the same connection
if desired. Other submechanisms may also be added to
this routing mechanism at a later time. Moreover, virtual
paths can be classified into several hierarchical levels if
desired.

The fifth mechanism is to use a connection consisting
of segments of virtual paths (to be referred to as virtual
subpaths) to route the setup and data packets, rather

than bridging several complete virtual paths. Each data
packet carries with it the VPIs for all the virtual paths
it traverses and the address(es) of the node(s) where the
connection swaps from one virtual path to another before
it ends. Note that for this routing mechanism to work,
at least some network nodes have to be able to determine
whether a data packet needs to be swapped to a differ-
ent virtual path. Any of the three submechanisms for
the fourth routing mechanism can be used for connecting
two virtual subpaths. The total number of virtual paths

required is only ©(v/N) if we use ©(v/N) “roughly” hori-
zontal virtual paths and ©(VN) “roughly” vertical virtual
paths, and allow data packets to swap virtual paths once
or several times at their intersections, where N is the num-
ber of nodes in the network. As a comparison, previous
methods using a complete mesh of VPIs to route pack-
ets require ©(N?) virtual paths, which is not scalable to
networks with an extremely large number of nodes. Note
also that we can use one or several virtual subcircuits to
bridge several virtual subpaths to establish a connection.

The second mechanism can be used to route sessions
that transmit a relatively small amount of data so that
routing them across a temporarily congested area does
not worsen the traffic conditions considerably. Also, other
mechanisms and/or datagram routing algorithms that are
more adaptive to traffic conditions can be used for other
sessions so that congestion can be avoided by using a mix
of these mechanisms and algorithms. The third mecha-
nism can be used for sessions whose data packets that are
relatively large so that the overhead is smaller. These two
mechanisms do not require intermediate nodes to main-
tain s%eciﬁc routing information for the sessions they ser-
vice. The fourth and fifth mechanisms with the second or
third submechanism only require routing information for
virtual paths, whose number is considerably smaller than
the number of sessions. A session using the fourth or fifth
mechanism with the first submechanism requires routing
information at intermediate nodes where it is swappe
from a virtual path/subpath to another, which is consid-
erably fewer than the total number of nodes along the con-
nection when a proper set of virtual paths are available. If
all or a sufficiently large part of nodes can serve as such in-
termediate nodes for swapping virtual (sub)paths, the re-

uired switching table sizes are considerably smaller than
those in a network using virtual circuits alone for most of
its connections. Also, the required processing power using
the fourth or fifth mechanism for forwarding data packets
using the second submechanism is considerably smaller
than that using the second routing mechanism. There-
fore, by using some or all of these four mechanisms for
a sufficient fraction of traffic, SNS-based networks can be
made scalable to very large traffic volumes without requir-
ing prohibitively large routing tables. Other mechanisms
that have respective advantages may be added to SRS at
a later time. Note that some or all of the above five rout-
ing mechanisms can be employed in the same connection
without difficulties.

To see the advantages of the proposed routing scheme,
consider an SRS-based network where 40% of the traffic
is connection-oriented and 60% of the traffic is connec-
tionless. Among the connection-oriented sessions, 20% of
them use the first mechanism and 80% of them use the
last four mechanisms. Then the required size for rout-
ing tables in the SRS-based network is approximately 8%
that in a network using virtual circuits without virtual
paths for most connections. Moreover, we can further re-
duce the required table size by forcing more sessions to
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use the last four routing mechanisms or datagram routing
algorithms (the latter may be combined with prioritiza-
tion similar to the one used in differentiated service (2], or
reservation with refreshing messages as in RSVP to im-
prove QoS/CoS). From this example, we can see that SRS

enables SNS-based networks to be scalable to very large
traffic volume.

V. FLow CONTROL AND TRAFFIC ENGINEERING

The aggressive transmission technique of our scalable
resource reservation scheme allows data packets to be sent
before the connection is fully established, imposing ad-
ditional challenges on the required flow-control mecha-
nisms. In this section, we first introduce a novel flow-
control mechanism and then present the scalable flow-
control scheme for scalable flow control without requiring
extremely large buffer space for loss-free communication
in high-speed networks.

A. Credit-First Flow Control

Rate-based flow control can guarantee QoS, while
credit-based flow control can achieve higher throughput,
especially for bursty traffic. In this subsection, we intro-
duce a hybrid flow control mechanism that can be com-
bined with the scalable resource reservation scheme to
considerably reduce latency and increase throughput of
rate-based flow control, while achieving QoS guarantees
and loss-free communication at the same time. Moreover,
the buffer space required by the hybrid mechanism is con-
siderably smaller than that required by networks using
credit-based flow control alone. These desirable properties
are attained by taking advantage of reserved connections
in reservation-based schemes.

In the credit-first flow control mechanism, we use credit-
based flow control before the end-to-end connection is
fully established, and use rate-based flow control after the
connection is established and acknowledged. Upon recep-
tion of a setup packet, the destination sends an acknowl-
edgement along the reverse direction of the established
connection. When an intermediate node receives the ac-
knowledgement, it starts forwarding data packets belong-
ing to that connection using rate-based flow control, with-
out further wastin% its credits. In this way, the relative
transmission time dg in the scalable resource reservation
scheme can be made very small or even zero without the
risk of packets being dropped, reducing the latency con-
siderably. Since data packets can still be transmitted and
are guaranteed to arrive at the destination even if the
connection is not established as soon as expected or at
the rate originally requested, the link bandwidth is not
wasted for retransmissions and does not stay idle unnec-
essarily so that the maximum achievable throughput is
increased. Moreover, once a connection is established and
the acknowledgement is received by the source, the ses-
sion can transmit at the requested rate, guaranteeing the
QoS. Since credits are required only during the connection
establishment phase, the total credit and thus the buffer
sgace required to sustain high throughput is much smaller
than in networks using ordinary credit-based flow control.

Note that before a connection is completely established,
the average transmission rate should not exceed the re-
served bandwidth even if additional credits are available,
so that data packets do not accumulate at intermediate
nodes in most cases. If the connection is established ex-
traordinarily slowly so that some data packets have accu-
mulated at some intermediate nodes, the source can tem-
porarily reduce the transmission rate or even cease trans-
mission for an appropriate interval following a timeout,

or upon reception of a control packet from a congested
intermediate node or the late acknowledgement from the
destination. A source node that ceases transmission may
send a control packet to release the reserved/locked ca-
pacity during the corresponding interval so that it can be
utilized by other sessions.

B. The Scalable Flow-Control Scheme (SFS)

Reservation-based protocols usually reserve certain
bandwidth for a connection and use rate-based flow con-
trol for all connections. In our scalable flow-control
scheme, more than one flow control mechanisms can be
used in a network. Using a combination of flow control
mechanisms can often improve throughput and/or reduce
buffer requirements, achieving scalability in high-speed
networks.

The scalable flow-control scheme uses rate-based flow
control as its basic feature for some connections, and
credit-first flow control or other flow control mechanisms
for other connections. Note that these additional flow
control mechanisms are global features for the scalable
flow-control scheme, where a global feature is an advanced
feature that has to be implemented at all network nodes
for it to work efficiently and/or correctly. When loss-free
communication is not required by a session (e.g., for some
unspecified-bit-rate (UBR) traffic), we can also transmit
data packets of that session without reservation or credit,
and drop them when the buffer overflows. Alternatively,
we can transmit data packets without reservation or credit
before a connection is fully established, but use rate-based
flow control afterwards. We refer to such a flow-control
mechanism as dropping-first flow control (see Option 4.1
of SRRS). Note that we can assign priority classes to data
packets and drop low priority packets first when a node
is running out of buffer space. When data packets are
dropped, a control packet may be sent back to the source
to request retransmissions (e.g., starting with the first
packet or for the dropped packets only); alternatively,
the source node may retransmit all the packets not ac-
knowledged by the destination node, initiated either by
the network-layer protocol or a transport-layer protocol.

In what follows, we compare conventional networks and
SFS-based networks to illustrate why the latter are scal-
able to very high link speeds. In the first example network,
a conventional flow-control mechanism such as credit-
based flow control [7] is used. In order to guarantee loss-
free communication and transmission at full link speed,
the required buffer space for a link is lower bounded by
the product P of the link bandwidth and the round-trip
link propagation delay. Since the link propagation delay
is lower bounded by the physical link length divided b
the speed of light, it cannot be reduced; the link band-
width, however, is increasing rapidly, leading to extremely
large buffer requirements in high-speed networks. Other
previously proposed flow-control mechanisms such as the
one used in the RGVC protocol [15] also require buffer
space at least equal to P. Therefore, these flow control
mechanisms and protocols are not scalable to very high
link sgeeds due to the prohibitively large buffer space re-
quired.

In the second example network the scalable flow-control
scheme is used. e use credit-first flow control for
Type-I-A sessions that require very small latency and
strict loss-free communication (i.e., no packets are allowed
to be dropped due to buffer overflow even before the
connection is fully established). For Type-I-B sessions
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that require strict loss-free communication but are not
latency-sensitive (i.e., a round-trip delay for connection-
establishment is allowed before data packets are trans-
mitted), we use conservative transmission and rate-based
flow control so that the buffer space required at intermedi-
ate nodes is very small. For Type-I-C sessions that require
small latency and loose loss-free communication (i.e., data
packets are allowed to be dropped before the connection
1s fully established, but are not allowed to be dropped
due to buffer overflow after the connection is established),
we use dropping-first flow control so that only very small
buffer space is required for these sessions. In addition
to the above connection-oriented sessions, we may have
connectionless traffic. For Type-II-A datagrams that re-
quire loss-free communication, we use credit-based flow
control; for Type-II-B datagrams that require dropping
rate smaller than a certain requested value, we assign an
appropriate priority class to them, taking into account the
traffic conditions, without making reservation for buffers
and link capacity or consuming any credits; for Type-II-C
datagrams that can be dropped, we simply transmit them
with best efforts, without using credits or reserved buffers.
Consider a communication network where 40% of the
traffic is connection-oriented and 60% of the traffic is con-
nectionless. Also, the ratio of Types-I-A, I-B, and I-C
traffic is 1:2:4 and 25% of Type-I-A data packets are sent
before a connection is established, which require credits.
Then the buffer requirement for all traffic type except
for Type-II-A datagrams is approximately 0.014P for a
link with delay-bandwidth product P in the second ex-
ample network based on SFS (i.e., 1.4% that of a link of
the same speed in the first example network using credit-
based flow control or RGVC). Suppose available technolo-
ies can implement 0.05F; buffers for each link ¢ with
elay-bandwidth product P; at an affordable price. We
can then allow up to 6% of the datagrams to use credit-
based flow control for loss-free communication. Note that
in this example, up to about 43% of the traffic is guar-
anteed to be loss-free (assuming that 25% of Type-I-B
data packets are sent before a connection is established,
which may be dropped due to buffer overflow), and up
to about 35% of the traffic is transmitted with QoS/CoS
uarantees. These percentages appear to be sufficient for
the requirements of future networking applications, and
they can be further increased by using conservative trans-
mission and dropping-first flow control for more sessions.
Moreover, T' pe—ﬁ-B datagrams can usually achieve sat-
isfactory QIO and low dropping rate as long as Types-I,
II-A, and II-B traffic does not exceed a certain thresh-
old (e.g., 80% of the maximum achievable throughput),
since most packets that are dropped or delayed for a long
time are Type-II-C datagrams when a sufficient fraction
of traffic be onﬁs to Type II-C. If the link bandwidth is
very large so that P is very large and we can only im-
plement 0.02P buffers for a link, we simply reduce the
percentage of datagrams that use credit-based flow con-
trol, and set higher price for using credit-first flow control
so that some sessions switch to dropping-first flow control
or conservative transmission using rate-based flow control,
further reducing the buffer requirements. From this ex-
ample, we can see that SFS enables SNS-based networks
to be scalable to very high link speeds, without the need
for extremely expensive or even infeasible buffer space.

V1. CONCLUSIONS

In this paper, we have proposed the scalable network-
ing scheme for high-speed networks with QoS guaran-

tees. The important features of SNS include scalability,
%OS guarantees, and extensibility. The proposed scheme
also guarantees loss-free communication when desired,
achieves high throughput and small latency, and requires
small to moderate buffer space. By appropriately select-
ing the SNS parameters and options, we can obtain effec-
tive tradeoffs between latency, throughput, and call-setup
rejection rate so that the proposed scheme is adaptable to
traffic conditions and application requirements.
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