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Abstract—We consider the energy minimization problem
in optical networks from an algorithmic perspective. Our
objective is to plan opticalWDMnetworks so as tominimize
the energy expended, by reducing the number of energy-
consuming components, such as amplifiers, regenerators,
add/drop terminals, optical fibers, etc. We initially present
an algorithm for solving the energy-aware routing and
wavelength assignment problem based on an integer linear
programming formulation that incorporates energy con-
sumption and physical impairments (through a maximum
transmission reach parameter) into routing and wave-
length assignment. We then present a second algorithm
that decomposes the problem and uses a linear program-
ming relaxation to address the problem in large scale net-
works. Simulations are performed to evaluate and compare
the performance of the proposed algorithms. In previously
published works, energy minimization derives mainly
from the reduction of the electronic processing of the traf-
fic and the bypass in the optical domain, while the energy
consumed by the optical devices is usually neglected. We
focus on the optical layer and show that energy reductions
can be obtained in that layer also.

Index Terms—Energy-aware routing and wavelength
assignment; Energy-minimization; ILP formulation; Optical
networks.

I. INTRODUCTION

T he continuing deployment and upgrade of optical
telecommunication networks rapidly drive up power

and energy consumption, in a way that makes operators
worry that future energy consumption levels may pose
constraints on communications growth that are more
stringent than those posed by bandwidth limitations. As
community concerns about environmental sustainability
and green house effects grow, the power consumption of
optical networks is also coming under closer scrutiny. The
information technology infrastructure currently accounts
for 1%–2% of global energy consumption, but this percent-
age is bound to rise, as more bandwidth-hungry applica-
tions (video streaming, high-definition television, cloud
computing, etc.) continue to be deployed. In addition to the

greenhouse footprint of communications, energy consump-
tion also increases operational costs for the operators.
Thus, it seems that an energy-aware approach is increas-
ingly needed during the planning and operation of net-
works in general and optical networks in particular.

The most common architecture utilized for establishing
communication in wavelength division multiplexing
(WDM) optical networks is wavelength routing, where
optical pulse trains are transmitted through lightpaths,
that is, all-optical WDM channels that may span multiple
consecutive fibers. WDM enables different connections to
be established concurrently through a common set of fibers.
The basic switching equipment inWDMoptical networks is
the optical cross-connect (OXC). The main components that
give the desired dynamic characteristics in current OXC
architectures are wavelength selective switches (WSSs).

Lightpaths are the basic switching entities for serving
the connections in WDM optical networks, and their effi-
cient establishment is an important issue, during both the
planning and operation phases of a network. Given a set of
connection requests (traffic matrix), the routing and wave-
length assignment (RWA) problem consists of selecting a
lightpath, that is, an appropriate path and a wavelength
on the links of that path, for each requested connection.
In general, the objective of the RWA problem is to maxi-
mize the traffic served for a given set of available resources,
or equivalently to minimize the resources needed to
establish the requested connections. In addition to serving
the requested traffic, the quality of transmission (QoT) of
the established lightpaths also has to remain above a de-
sired threshold; algorithms that achieve this by appropri-
ately placing regenerators and choosing the lightpaths
to be used are often referred to as impairment-aware RWA
algorithms.

Two different approaches can be explored to reduce
energy consumption in optical networks: the improvement
of the energy efficiency of the equipment and the energy
awareness of the RWA algorithms. In this paper we follow
the second approach, by proposing energy-aware routing
and wavelength assignment (EA-RWA) algorithms to be
used during network planning that aim at minimizing
the energy consumption of the optical network. From an
energy-consumption point of view, it is essential to make
maximum use of the all-optical technology when establish-
ing the requested connections and avoid, to the greatest
degree possible, the electronic processing and the opto-
electro-optical (OEO) conversion of the traffic at intermedi-
ate nodes. In the so-called transparent optical networks,Digitial Object Identifier 10.1364/JOCN.5.000338
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the signal remains always in the optical domain, avoiding
OEO conversions. Continental networks may still require a
small amount of regeneration in some nodes, making them
translucent. In translucent networks, it is critical to mini-
mize the number of required regenerators, since the energy
consumed by electronic devices is much higher than that
consumed by optical devices. In addition to deciding the
placement of the regenerators, an EA-RWA algorithm also
has to choose the lightpaths (i.e., paths and wavelengths)
that will serve the traffic, so as to minimize the energy con-
sumed by the modules they use.

We first give an integer linear programming (ILP) for-
mulation for the EA-RWA problem that aims atminimizing
the energy consumed by the various modules present in
an optical network, such as the regenerators, amplifiers,
wavelength selective switches, and fibers. We then decom-
pose the EA-RWA problem for a general (translucent) net-
work into 1) a regeneration placement problem and 2) an
EA-RWA for transparent networks problem, where again
ILP formulations are given to minimize energy consump-
tion. The ILP of the decomposed problem is solved as a
linear programming (LP) problem, by relaxing the integer
constraints, in order to obtain solutions for large network
topologies. In networks with multi-fiber optical links, the
energy-aware algorithms tend to minimize the number of
active fibers across the network. In addition to that (or in
single-fiber networks), they also tend to minimize the num-
ber of active WSSs that are used at the network nodes. Our
simulation results show that it is feasible to decrease by up
to 65% the energy consumption in the optical layer in
multi-fiber networks in realistic scenarios. Our algorithms
assume that individual modules of a node (or link) can be
switched off when not used by any lightpath. We also com-
pare our algorithms to the case, already proposed in the
literature, where only entire nodes and links (but not
specific individual modules, as our approach assumes) can
be switched off during the operation of a network. Our re-
sults show that if we are able to switch off specific compo-
nents inside a node (and switch off an entire node when
all the components inside it are switched off), we obtain
better results than when we are only able to switch off
entire nodes or links.

The rest of the paper is organized as follows. In Section II
we present previous work on energy-aware planning of
optical networks. In Section III we describe the network
architecture model we use and explore the relationship
between energy consumption and lightpath establishment.
The EA-RWA algorithms are given in Section IV. Perfor-
mance simulation results are presented in Section V, while
our conclusions follow in Section VI.

II. PREVIOUS WORK

The energy consumption of network devices in the
Internet is examined in [1–4]. Recently, several approaches
have been proposed for reducing the amount of network
resources used in IP and WDM networks. These studies
include grooming algorithms, optical bypass technologies,
and techniques to switch off network elements [5–13].

Grooming algorithms try to aggregate and route low-rate
demands over higher rate lightpaths so as to use a smaller
number of network interfaces (NIs); optical bypassing tries
to avoid OEO conversions, at least for large (elephant)
flows; and switching off elements takes into account time
variations in traffic, in order to reduce network over provi-
sioning and the redundant devices used for fault recovery.
All these algorithms try to route the traffic through a
smaller number of network elements and can be combined
with each other. A useful survey of energy-aware network
design and networking equipment is presented in [14].

In [1] and [2], the authors discuss energy consumption at
the IP layer. Specifically, the authors in [1] propose putting
NIs and other router and switch components in sleep mode.
Two such techniques are examined: uncoordinated sleep-
ing, where each router or switch makes its own sleeping
decision, and coordinated sleeping, where the routers
collectively decide which interfaces to put to sleep. In [2]
the authors propose an adaptive routing algorithm that
reduces energy consumption by putting some equipment
to sleep transiently within a specified period and then
dynamically adjusting the routes.

The authors in [5] propose a traffic grooming mechanism
for energy reduction by saving on the electrical ports of
IP routers, using a mixed LP formulation. In [6], the au-
thors examine the energy savings that can be achieved
in IP-over-WDMnetworks through switching off router line
cards during low-demand hours. In [7], the authors discuss
energy and cost savings in multi-granular optical net-
works, considering the node model, the virtual topology
design, and the uncertainty in the traffic matrix. They con-
clude that traffic grooming with optical bypass technology
that binds low-rate IP data into a few high-speed light-
paths in order to reduce the number of electrical ports
and the energy consumption of IP routers is a feasible
and efficient solution.

Traffic grooming for energy reduction in WDM networks
is also addressed in [8]. The authors show that by looking
further into the modular physical architecture of a node
during resource allocations, the number of active compo-
nents, and hence the network energy consumption, can
be significantly reduced through traffic grooming. Traffic
grooming is also the subject of [9], where flow-based and
interface-based formulations for green optical network
design are provided. The former formulations capture to
some extent the dynamic aspects of energy consumption by
modeling equipment consumption as a linear function of
the traffic load. The latter formulations capture the static
aspect of equipment energy consumption, neglecting the
impact of the traffic load. However, results are only pro-
vided for simple heuristic algorithms. Energy efficient
traffic grooming in optical networks is also considered
in [10], where an ILP formulation is given that aims at
reducing the number of established lightpaths and the
amount of electronically switched traffic. Results are given
for small-sized networks.

In [11], the authors present an energy-efficient planning
strategy for survivable WDM networks. They propose to
put devices used for protection in sleep mode, assuming
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they can be promptly turned on upon a failure occurrence.
They use an ILP formulation to properly select the light-
paths and show that power savings of up to 25% can be
achieved in real case scenarios by putting in sleep mode
link devices that support only protection lightpaths. They
also showed that nodes’ sleep modes can be exploited only
under specific conditions, e.g., at low loads.

The authors in [12] consider turning off nodes and links
under connectivity and maximum link utilization con-
straints, in order to minimize the energy these elements
consume. They show that under these constraints, it is
possible to power off some network elements and still guar-
antee full connectivity among sources and link utilization
below a quality-of-service-induced threshold. They com-
pared different heuristics and showed that during the
night up to 50% of the nodes can be switched off, while
during the day the percentage of nodes that can be turned
off is negligible, since the whole network capacity is needed
to satisfy the traffic demand. They noticed, however, that
even during the day, it is possible to turn off some links.
In [13] they extended their work by estimating the power
consumption of nodes and links using realistic figures
derived from available products and proposed an algorithm
to select the nodes and links that could be turned off
during off-peak hours. They estimated that it is possible
to obtain energy savings of up to 23% in this way in an
actual network.

In the present work we focus on the optical layer and a
specific OXC node architecture, and we present algorithms
for planning the network so as to minimize its energy con-
sumption, switching off specific components inside the
OXC as well as other modules in the network. The OXC
architecture assumed is based on the current trend of op-
tical networks that offer “pay as you grow” scalability. The
modules to be switched off (equivalently, the ones to be
used) are determined by appropriate EA-RWA algorithms
that we propose. Even though we focus on the optical layer,
the presented algorithms can be combined with algorithms
designed for IP over WDM networks with grooming capa-
bilities, to further reduce energy consumption.

III. NETWORK MODEL AND ENERGY CONSUMPTION

An optical backbone network consists of the interconnec-
tion of OXC switches by pairs of bidirectional links. Each
link consists of several optical fibers, where each fiber
supports multiple wavelengths. In a WDM optical system
a receiver–transmitter pair known as a transponder (TSP)
is required in order to receive/transmit the data via optical
channels. A TSP is responsible for adapting the signal to a
form suitable for transmission over the optical network for
traffic originating at a node, and for the reverse operation
for traffic terminated at the node.

Signal QoT in optical networks is significantly affected
by physical limitations of fibers and optical components
that must be accounted for during connection establish-
ment. The only satisfactory method to overcome physical
layer impairments is signal regeneration in some appropri-
ately selected intermediate nodes. Since regeneration

consumes substantial energy, reducing the number of re-
generators used is important for minimizing overall energy
consumption.

We represent the network by a graph G � �V;E�, where
V denotes the set of nodes and E denotes the set of (point-
to-point) multi-fiber links. Each link is able to support a set
F � f1; 2;…;Mg of M distinct fibers, and each fiber sup-
ports a set C � f1;2;…;Wg of W distinct wavelengths.

The link model with one fiber, typically utilized in a
wavelength routed network, is presented in Fig 1. The link
is divided into spans, which consist of a standard single-
mode fiber (SMF) segment, followed by a dispersion-
compensated fiber (DCF) segment. The role of the DCF
segment is to compensate the dispersion slope of the SMF
segment. Also, the optical communication system is pre-
and post-compensated by the DCF [dispersion compensa-
tion module (DCM)] for negative dispersion against the
standard fiber. Using pre-compensation reduces the impact
of impairments such as the self-phase modulation, increas-
ing the achievable transmission distance for a given QoT.
The cumulated chromatic dispersion is reset to zero using
the post-compensation module at each node in order to
have the same cumulated dispersion for any channel leav-
ing a node and equal to zero. In this way any channel
dropped at any node will have no accumulated chromatic
dispersion. At the end of each SMF span there is a double-
stage erbium-doped fiber amplifier (EDFA) that is used to
compensate for the losses of the preceding fiber span. The
length of a span is the distance between two optical ampli-
fiers. Thus, in order to find the number of amplifiers in-
stalled in a link, we divide the length of the link by the
span length (and round to the next higher integer).

The node architecture (OXC) considered in this paper is
illustrated in Fig. 2. This OXC architecture offers full flex-
ibility of add/drop ports, meaning that traffic can be added/
dropped to/from an arbitrary transmission fiber originat-
ing from or terminating at the node (directionless feature)
and in any wavelength (colorless feature). We have chosen
this architecture because of its inherent ability to support
the dynamic traffic evolution in a flexible and economic
manner. Reconfigurable optical networks present a clear
business case for the operators, who do not have to substan-
tially overprovision their network with equipment in order
to be able to serve future variations in traffic. The architec-
ture of Fig. 2 is probably the most promising cost-efficient
architecture from the operator’s perspective, since addi-
tional components can be installed on a node that needs to
be upgraded, without affecting the already existing transit
traffic, thus offering a “pay as you grow” property. In [15],
we give a cost comparison among node architectures with

Node

SMFPre-DCM DCF

Node

Post-DCMSMF

N-1 spans

N-th SMF 
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NodeNode

SMFPre-DCM DCF

NodeNode
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Fig. 1. (Color online) Link model.
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colored/colorless and directed/directionless features, while
in [16] we compare these architectures under dynamic
traffic demands. These results motivated us to focus on
the architecture of Fig. 2 in the present work for the
energy-aware planning of optical networks, as it is best
able to incrementally support not only current but also
future traffic demands.

In this node architecture each add/drop terminal allows a
wavelength to be added/dropped only once, and additional
terminals are required if we want to be able to add/drop a
specific wavelength more than once (contentionless fea-
ture). The need to add/drop more than once per wavelength
arises when we want to establish more than one lightpath
originating from or terminating at the same node and use
the same wavelength. The first stage of the add/drop termi-
nal offers the directionless feature of the node. The con-
straint of this configuration is that only one unique
wavelength can be dropped at an add/drop terminal, be-
cause a WSS can drop the same wavelength channel only
once to its output port. The colorless feature is implemented
by the second stage of the add/drop terminal. In that box, a
combiner is used to add all the wavelengths and a WSS is
used to select which wavelength to drop at which port.
Single-stage amplifiers are used between the two stages
of an add/drop terminal to compensate for possible losses.

The incoming channels of an NI (for example, box A in
Fig. 2) are broadcast, using a splitter, to all other NIs (boxes
B and C in Fig. 2). A WSS is connected to the outgoing
fiber and can select which wavelength from which other

NI or add/drop terminal it wants to add. An NI consists
of a WSS, a splitter, and two single-stage amplifiers.

Energy is consumed in a WDM network when lightpaths
are activated over the links and nodes of the network.
Different solutions of the RWA problem result in different
needs in terms of network equipment (e.g., TSPs, regener-
ators, or number of fibers) required for setting up the light-
paths, and consequently different energy and operational
costs. The most power-consuming devices in an optical net-
work are the regenerators, amplifiers (EDFAs), the TSPs,
and finally the WSSs that are the building components of
the add/drop terminals and NIs.

From an energy perspective, a desired objective is to re-
duce the number of regenerators and amplifiers used,
which in turn depends on the number and length of fibers
used, since the distance between amplifiers on a fiber is
constant. When multi-fiber links are used, it is important
to minimize the number of used fibers per link and turn off
inactive (unused) fibers in order to reduce the number of
used amplifiers and consequently the network’s energy
consumption.

By minimizing the number of fibers used, we also min-
imize the used NIs, which are mainly implemented by
WSSs and single-stage amplifiers. Another energy consum-
ing device is the add/drop terminal, which is mainly imple-
mented by WSSs and by single-stage amplifiers. As can be
seen in Fig. 3, one way to reduce the number of add/drop
terminal is to avoid dropping the same wavelength many
times at one node. To describe the technique that we use for

WSS
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WSS

WSS

WSS

WSS

WSS

NI

NI NI

add/drop terminal add/drop terminal
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Fig. 2. (Color online) Colorless, directionless, contentionless OXC.
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reducing the number of add/drop terminals used during the
lightpath establishment of the requested connections, we
give a short example. In Fig. 3 there is one established
lightpath from A to B and one from C to B. In Fig. 3(a) the
two lightpaths use wavelength w1. This means that we
drop the wavelength w1 to node B twice. Using the archi-
tecture of Fig. 2, we need two add/drop terminals in node B
for this lightpath. On the other hand, in Fig. 3(b) the two
lightpaths are established in different wavelengths, and
as a consequence we need only one terminal in node B
to drop these wavelengths. Thus the second terminal of
node B can be turned off, leading to lower energy consump-
tion. It is clear that appropriate RWA algorithms can be
used to prevent adding/dropping the same wavelength
many times at a node. Using this technique, the number
of required TSPs does not change, because the number
of requested lightpaths remains the same.

It is clear from the network model and the discussion
presented above that lightpath establishment significantly
impacts the power consumption of an optical network. In
the next section we present RWA algorithms for selecting
the lightpaths to be used for serving the requested traffic
that take into account the characteristics of the devices and
the techniques mentioned above in order to reduce energy
consumption.

IV. ENERGY-AWARE RWA ALGORITHMS

In this section we consider the EA-RWA problem that
minimizes the total energy consumed by the active mod-
ules in a translucent optical network. In such a network,
some connections need regeneration at certain intermedi-
ate nodes in order for their QoT to remain above a desired
threshold. Two different approaches are proposed. In the
first approach the EA-RWA problem is solved to jointly
choose the placement of the regenerators and the light-
paths to be used. In the second approach we decompose the
problem into 1) a regeneration placement problem and
2) an EA-RWA problem for transparent networks.

The algorithms are given a specific RWA instance, that is,
anetwork topology, the characteristics of its nodes (add/drop
terminals, regenerators) and links (amplifiers, fibers), the
set of wavelengths that can be used, and a static traffic

matrix. The algorithms’ output is a plan for the network,
consisting of the number and placement of the regenerators
and the selection of the lightpaths to be used so as to serve
the traffic matrix with minimum energy consumption.

A. ILP Algorithm

For every possible node pair �i; j�, i, j ∈ V , we calculate a
set Pij of k alternative paths. In general, a value k � 3 has
been found in our previous work [17] to provide a good
balance between the need for near-optimal performance
and the need for less algorithmic complexity. Every path
is characterized as transparent if its length is lower than
a maximum distance, and as non-transparent if its length
is larger than that. In our model, a lightpath has maximum
transmission reach (distance) equal to D. In general, the
maximum transmission reach is selected under a worst
case interference assumption, assuming that all wave-
lengths on all links are fully utilized and calculating the
transmission quality of the candidate lightpaths under
this assumption. Since the maximum transmission reach
accounts for all physical layer impairments, a lightpath
chosen in this way is bound to have acceptable transmission
quality during its entire duration, even if future connec-
tions that interfere with it are established [18]. The follow-
ing notation is used in order to formulate the problem.

Parameters:

• s, d ∈ V : network nodes
• w ∈ C: an available wavelength
• p ∈ Pij: a candidate path from node i to node j

• m ∈ F: a network fiber

Constants:

• Λsd: the number of requested connections from s to d

• αl: the number of amplifiers on link l

• PA∕D: power consumption of an add/drop terminal
• PNI: power consumption of an NI
• PA: power consumption of a double-stage amplifier
• PR: power consumption of a regenerator

Variables:

• xpw: an integer variable that declares the number of
connections using path p and wavelength w. This varia-
ble may be an integer larger than 1, because our model
supports multi-fiber links.

• f lm: an indicator variable, equal to 1 if fiber m is used on
link l, and equal to 0 otherwise.

• zsdp : an integer variable that declares the number of �s; d�
connections using (sub-)path p. Path p, which may origi-
nate at some node i ∈ V other than s and terminate at
some node j ∈ V other than t, is a candidate (sub-)path
for the connection request �s; d�.
Note that the variable xpw may correspond to a lightpath
�p;w� that serves transparently an end-to-end demand

Fig. 3. (Color online) Energy saving by powering off add/drop
terminals.
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between the given source s and destination d, or to an
intermediate lightpath of a translucent connection that
is realized by a series of lightpaths. Variables zsdp are
used to identify the lightpaths that have to be utilized
to serve the connection �s; d�. The lightpaths identified
by the zsdp variables are realized though specific paths
and wavelengths by the corresponding xpw variables.

• yn: a non-negative integer that denotes the total number
of add/drop terminals used at node n.

Objective

Minimize

PA∕D ·
X

n

yn�
X

l

X

m

�PA · f lm ·al �PNI · f lm��PR ·
X

sd

X

p

zsdp

(1)

subject to the following constraints:

• Incoming traffic constraint:

X

pjstart from s

zsdp � Λsd; for all �s; d�pairs: (2)

• Outgoing traffic constraint:
X

pjend atd

zsdp � Λsd; for all �s; d�pairs: (3)

• Flow conservation constraint (regenerator allocation):

X

pjend atn

zsdp �
X

pjstart atn
zsdp ; for all �s; d�; alln: (4)

• Lightpath assignment constraint:

X

w

xpw �
X

sd

zsdp ; for all p: (5)

• Distinct wavelength assignment constraint:

X

pjl∈p
xpw ≤

X

m

f lm for all l ∈ L; for all w ∈ C: (6)

• Number of add terminals per node:

X

p∈Pjn�s

xpw ≤ yn for all w ∈ C; for all n ∈ V: (7)

• Number of drop terminals per node:

X

p∈Pjn�d

xpw ≤ yn for all w ∈ C; for all n ∈ V: (8)

• Non-transparent requests:

zsdp � 0 for all non-transparent paths p;

for all �s; d�pairs:
(9)

The objective function is chosen as the total energy
consumed by the optical fibers, the NIs, the add/drop
terminals, and the regenerators that are used. The non-
transparent paths in Eq. (9) are those whose physical
length is larger than the maximum transmission reach D.
Equations (2)–(4) correspond to the lightpath routing
constraints, where each connection �s; d� should have
node s as the starting node and node d as the ending node,
while any intermediate node can be used as a regenerator.
Equation (4) ensures that the number of incoming light-
paths at any intermediate node is equal to the number
of outgoing lightpaths. Equations (2) and (3) are the
corresponding constraints for the origin and termination
nodes, respectively, of the lightpaths. Equation (5) assigns
paths and wavelengths to the required lightpaths between
all node pairs of the network. Equation (6) ensures that
each wavelength is used at most once on each fiber.
Equations (7) and (8) count the number of add/drop termi-
nals. Equation (9) prohibits the utilization of lightpaths
over paths that exceed the maximum transmission reach.
The wavelength continuity constraint is implicitly taken
into account by the definition of the xpw variable.

B. Decomposition Technique

In the preceding section we described an ILP formu-
lation for the EA-RWA problem in a translucent optical
network that jointly makes the regenerator placement
and the RWA decisions. This formulation results in large
running times, especially for large-sized networks. In what
follows, we consider the decomposition of the EA-RWA
problem in a translucent optical network into 1) a regener-
ation placement sub-problem and 2) an EA-RWA in
transparent optical networks sub-problem, where each
sub-problem is addressed separately and sequentially.

In order to place the regenerators, we follow an approach
proposed in [19]. First, we have to identify the connections
�s; d� that need regeneration. To do so, we partition the con-
nection requests in the given traffic matrix into a set T of
transparent connections and a set T̄ of non-transparent
connections. A connection �s; d� is characterized as trans-
parent if the length of the shortest path between its source
node s and destination node d is lower than the maximum
transmission reach D, and is characterized as non-
transparent otherwise. For the non-transparent connection
requests in T̄ we formulate and solve, in phase 1, a virtual
topology design problem to decide the intermediate regen-
eration nodes the non-transparent connection should use.
The virtual topology consists of the regeneration nodes
with (virtual) links between pairs of transparently con-
nected regeneration nodes. Each virtual link of the paths
chosen in the virtual topology to serve a connection corre-
sponds to a sub-connection (lightpath) in the physical
topology. Thus, a non-transparent connection is served us-
ing two or more consecutive segments (lightpaths), defined
by the intermediate regeneration nodes it is going to
utilize. Based on these decisions, we transform the initial
traffic matrix into a transparent traffic matrix ~Λ, where
non-transparent connection requests are replaced by a
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sequence of transparent sub-connection requests. The
transparent traffic matrix ~Λ is then used as the input to
the EA-RWA algorithm for transparent networks in phase
2. The objective of the regenerator placement algorithm is
to minimize the total number of used regenerators. A more
detailed description can be found in [19].

In order to make the ILP of the previous section appli-
cable to transparent networks, we omit the variables zsdp
and modify the definition of the variables xpw so as to cor-
respond to paths from the source to the destination and not
to (sub-)paths, as in the previous section. The definition of
the other variables remains the same. We modify the con-
straints of the ILP formulation as follows: we omit the con-
straints in Eqs. (2)–(4) and (9), we preserve the constraints
in Eqs. (6)–(8), and we add the constraints

X

p∈Psd

X

w

xpw � Λsd for all �s; d� pairs;

to declare the incoming traffic requirement. Finally, we
omit the third term of the objective function, which now
becomes

PA∕D ·
X

n

yn �
X

l

X

m

�PA · f lm · al � PNI · f lm�: (10)

For large networks and in order to reduce the complexity
of the ILP problem, we relax the integrality constraints on
the variables xpw and solve the corresponding LP problem
using the Simplex algorithm and appropriate techniques to
handle the non-integer solutions (e.g., random perturba-
tion, iterative fixing, and rounding [17]). The Simplex algo-
rithm we use moves from vertex to vertex of the feasible
polyhedron, and there is a higher probability of obtaining
integer solutions than there is using other methods (e.g.,
interior point methods). This is because it has been ob-
served [17] that in many problems of this type (“multicom-
modity flow type”), when the coefficients in the constraints
are integers, the corners of the feasible polyhedron (which
are the ones visited by Simplex) tend to be integers. If Sim-
plex yields non-integer solutions, we continue to increase
the number of integer variables in the solutions using a
number of techniques. We start by fixing the integer vari-
ables, that is, we treat the variables that are integers as
final and solve the reduced problem for the remaining var-
iables. Fixing variables does not change the objective cost
returned by the LP, so we move with each fixing from the
previous solution to a solution with equal or more integer
variables that has the same cost. If after successive fixings
we reach an all-integer solution, we are sure that it is an
optimal solution. However, fixing variables is not guaran-
teed to return an integer optimal solution if one exists,
since the integer solution might consist of different integer
values than the ones gradually fixed. When we reach a
point beyond which the fixing process does not increase
the integrality of the solution, we proceed to a rounding
process. When the rounding process is used, the solution
obtained is no longer guaranteed to be optimal.

V. SIMULATION RESULTS

In order to evaluate the performance of the proposed EA-
RWA algorithms, we carried out a number of simulation
experiments. All the RWA algorithms were implemented
in MATLAB, and we used the ILOG CPLEX to solve the
corresponding (I)LP problems. We compared the perfor-
mance of the algorithms proposed in Section IV to that
of RWA algorithms that do not consider energy minimiza-
tion criteria, RWA algorithms that partially account for the
energy consumption of the network components, and also
algorithms that are based on switching off network nodes
and links. All the RWA algorithms can be used either in
transparent or translucent networks. In the case of trans-
lucent networks, we use the decomposition technique of
Subsection IV.B for the regeneration placement sub-prob-
lem in all the algorithms considered, except for the algo-
rithm that jointly optimizes the regenerators’ placement
and the RWA (lightpath selection) problems. More specifi-
cally, the algorithms we compared in our simulations are
the following:

1) MinW: The objective of this algorithm is to minimize
the maximum number of wavelengths needed to serve
the traffic among all links. This is the most common
minimization objective used in the RWA problem. The
only constraints incorporated in this algorithm are the
classical ones of the pure RWA problem (distinct wave-
length assignment, traffic, and wavelength continuity
constraints). Therefore, MinW constitutes an energy-
unaware RWA algorithm.

2) JEA-RWA: The objective of this algorithm is to mini-
mize the total energy consumed by all the active mod-
ules as described in Subsection IV.A. This algorithm
solves the EA-RWA problem in translucent optical net-
works by minimizing the energy consumed, where the
optimization is performed jointly over the placement of
the regenerators and the selection of the lightpaths.

3) EA-RWA: The objective of this algorithm is again to
minimize the total energy consumed by all the active
modules, and it can be used either in transparent or
in translucent networks. In translucent networks,
the algorithm breaks the problem into a regeneration
placement sub-problem and an EA-RWA for transpar-
ent optical networks sub-problem that are sequentially
solved.

The following four algorithms try to minimize the energy
consumed by the individual modules (fibers, NIs, ampli-
fiers, terminals) that have to be activated to serve the traf-
fic. They have reduced complexity over the JEA-RWA and
the EA-RWA algorithms, but they do not minimize the
total energy consumption in the network, since each of
them concentrates on a single type of device. They give use-
ful insight, however, on the relative significance of each
type of device for energy consumption.
4) MinEF: The objective of this algorithm is to minimize

the extra fibers of the links in a multi-fiber network.
We define the term extra fibers as the additional fibers
required by a network in order to establish a set of
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connections when single-fiber links are not sufficient to
establish them. This algorithm tries to exhaust the first
fiber of the links, and then, if necessary, it uses the other
available fibers per link. The use of the first fiber of a
link is assumed to add no penalty to the cost objective,
but every additional fiber needed to serve the traffic
adds some cost to the objective. This algorithm is
formulated by the algorithm of Subsection IV.B by
setting PA∕D � 0 in Eq. (10). The objective of the
algorithm is, therefore, the minimization ofP

l

P
M
m�2�PA · f lm · al � PNI · f lm�.

5) MinNI: The objective of this algorithm is to minimize
the number of NIs, and it is formulated by setting
PA∕D � 0 and PA � 0 in Eq. (10) of Subsection IV.B.
The cost minimized by this algorithm is, therefore,P

l
P

m PNI · f lm.
6) MinAMP: The objective of this algorithm is to mini-

mize the number of amplifiers, and it is formulated
by setting PA∕D � 0 and PNI � 0 in Eq. (10) of Subsec-
tion IV.B. The cost minimized by this algorithm is,
therefore,

P
l

P
m�PA · f lm · al�.

7) MinTRM: The objective of this algorithm is to mini-
mize the number of add/drop terminals, and it is
obtained by setting PNI � 0 and PA � 0 in Eq. (10) of
Subsection IV.B. The cost minimized by this algorithm
is, therefore, PA∕D ·

P
nyn.

In order to evaluate the energy consumption of the net-
work planning solutions given by the above algorithms, we
have performed simulation experiments both for the small-
sized network (Fig. 4) and for the Geant-2 pan-European
network (Fig. 8). The span length of each link was set to
80 km, and the bit rate of each connection in these experi-
ments was equal to 10G, in both networks, resulting in a
maximum reach of D � 2500 km [20]. In Table I we report
the values of the power consumption per type of network
component [15,21]. The algorithms can also be applied in
40G and 100G systems.

A. Simulation Results for Small-Sized Network

In this section we report the simulation results obtained
for the small-sized multi-fiber network of Fig. 4, which con-
sists of six nodes and nine bidirectional links. The link
lengths of the network are shown in Fig. 4. Even though

the algorithms use ILP formulations, the network size is
small and results can be obtained with reasonable running
times.

In Fig. 5 we depict the total power consumption of the
network for each algorithm as a function of the number
of requested connections considering two fibers per link.
The total power is computed by multiplying the compo-
nents that have to be turned on to establish the connections
and the power consumed by each component. The worst
algorithm in terms of power performance appears to be
the MinW algorithm. This is because it tries to minimize
the maximum number of wavelengths used per fiber
without accounting for the components that contribute to
energy consumption. As expected, the JEA-RWA has the
best performance, since it jointly minimizes the energy ex-
pended by all the power-consuming components without
losing the optimum solution, as the decomposition tech-
niques may do. However, we do not lose much of the
optimality when using the EA-RWA algorithm, since its
performance is quite close to that of the JEA-RWA algo-
rithm. The JEA-RWA algorithm consumes up to 70% less
energy than the MinW algorithm, indicating that substan-
tial energy benefits can be obtained at the optical layer by
using energy-aware algorithms. The other algorithms min-
imize the power consumed by specific network components,
and their performance lies in between the two extreme
cases. Algorithms that partially minimize network compo-
nents such as MinNI and MinAMP may give different re-
sults in the network power consumption, based on the fact
that theMinAMP tends to minimize the length of the paths
while the MinNI the number of hops. For this reason, var-
iations in traffic may advance one or the other algorithm.

In Fig. 6, we illustrate the power consumed by the net-
work components required when we establish 34 connec-
tions in the small-sized translucent network for each

Fig. 4. (Color online) Small-sized network topology used in the
simulation experiments. Fig. 5. (Color online) Total power consumption for small network.

TABLE I
ENERGY MODEL COMPONENTS

Equipment Power Consumption [Watts]

Long reach 10G TSP 30
EDFA, double stage 25
EDFA, single stage 15
WSS 40
Regenerator 30
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algorithm. The number of used TSPs is the same for all the
algorithms and equal to the number of requested demands.
Also, the number of the regenerators is the same for all the
algorithms considered, since they use the same technique
to place the regenerators, except for the JEA-RWA
algorithm.

The MinW algorithm uses many more components than
the other algorithms considered, while the JEA-RWA and
the EA-RWA algorithms use the fewest energy-consuming
components. It is evident that each algorithm minimizes
mainly the components that are directly related to the
minimization objective. Table II shows the percentage of
energy saved per component for all the algorithms com-
pared to the energy expended when planning the network
using the MinW algorithm, assuming a total of 34 re-
quested connections. Each algorithm saves a different per-
centage in the consumed energy from different components
of the network. The EA-RWA algorithms save energy
from all the network components, achieving the maximum
minimization. The MinTRM algorithm minimizes only the
required terminals. The other algorithms also minimize a
combination of the network devices; however, the total
power saving is lower than for the EA-RWA algorithms.

In Fig. 7 we show the impact the number of fibers per
link has on the network power consumption, using the
JEA-RWA algorithm and the case of 166 requested connec-
tions. We assume that the number of wavelengths per link
remains unchanged and equal to 40 (thus, if we have two
fibers per link, then we have 20 wavelengths per fiber, and
so on). As can be seen from Fig. 7, when the number of
fibers per link increases, power consumption also increases
due to the higher number of required amplifiers, NIs, and

terminals. This happens because as we keep the total
number of wavelengths constant per link, we need more
network devices to serve the same amount of traffic (the
required wavelengths are the same, but in order to use
this number of wavelengths we need more fibers due to
the decreased number of wavelengths per fiber).

B. Simulation Results for the Geant-2 Network

We also performed simulation experiments using the
Geant-2 network of Fig. 8, which consists of 34 nodes
and 54 bidirectional links. All single-hop connections of
Geant-2 can be served transparently, but some multi-hop
connections are too long, making the use of regenerators
necessary. We assumed in the experiments that each link
consists of three fibers and each fiber is able to support up
to 40 wavelengths per direction. The lengths of the links in
the Geant-2 network range between 67 and 2361 km and
correspond to the real distances of the network.

In Fig. 9, we present the performance of the MinAMP,
the MinNI, the MinEF, and the EA-RWA algorithms when

Fig. 6. (Color online) Total power consumption per component
type for the different algorithms considered and 34 requested
connections.

TABLE II
SAVING OF POWER CONSUMPTION AS COMPARED TO MINW

Amplifiers Terminals NIs

EA-RWA 75% 61% 75%
MinTRM 0% 61% 0%
MinNI 75% 56% 75%
MinAMP 75% 56% 75%
MinEF 50% 28% 50%
JEA-RWA 76% 67% 75%

Fig. 7. (Color online) Impact of number of fibers per link in power
consumption.

Fig. 8. (Color online) Geant-2 network topology used in the sim-
ulation experiments.
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planning the Geant-2 network. The results were obtained
using the LP relaxations of the algorithms, since the corre-
sponding ILP algorithms cannot give solutions for large-
scale networks in reasonable times. In order to simplify
the figures, we have chosen to exclude from the comparison
the algorithms MinTRM and MinW, which exhibited the
worst performance.

The EA-RWA algorithm outperformed the other algo-
rithms examined, by consuming up to 18% less power
compared to the MinEF algorithm, and up to 6% and 5%
less power than the MinNI and the MinAMP algorithms,
respectively. The energy savings obtained are more signifi-
cant for small and medium traffic loads.

Figure 10 illustrates the energy consumed by the net-
work components when 500 connections are established
in the Geant-2 network using the MinAMP, the MinNI,
the MinEF, and the EA-RWA algorithms. As mentioned be-
fore, the number of used TSPs and regenerators is the same
for all these algorithms. The EA-RWA algorithm mainly
differs in the number of used terminals compared to the
MinAMP and MinNI algorithms. As can be seen in Fig. 10,
when using the MinAMP and MinNI algorithms the net-
work uses less amplifiers and NIs, respectively, compared
to all other algorithms. However, a more sophisticated
reduction of power consumption is possible when all the
devices are taken into account.

Furthermore, in Fig. 11 we compare the EA-RWA algo-
rithm to an algorithm, to be referred to as the Node-Link-

Switch-OFF algorithm, which is based on the previously
proposed idea [12,13] that entire nodes and links (but
not specific individual modules, as our approach assumes)
can be switched off during the operation of a network. This
algorithm tries to route every demand using the already
switched-on links and nodes. If this is not possible, the
algorithm switches on the links and nodes that add the
least power in the total power consumption. In these re-
sults we assume that the Geant network has one fiber
per link and 120 wavelengths per fiber. Figure 11 shows
that if we are able to switch off specific components inside
a node (or a node when all the components inside it are
switched off), we obtain better results than when we are
only able to switch off entire nodes. Also, when comparing
Figs. 9 and 11, we observe that the network consumes less
energy when considering one fiber per link with 120 wave-
lengths instead of three fibers per link with 40 wavelengths
per fiber, which is also consistent with Fig. 7.

VI. CONCLUSION

We presented EA-RWA algorithms that aim at minimiz-
ing the energy consumed by the optical layer components
when planning translucent optical networks. All the algo-
rithms considered were based on (I)LP formulations that
take into account the energy consumed by the various
modules (amplifiers, regenerators, add/drop terminals,
TSPs, NIs, optical fibers) present in a WDM network.
Our results, obtained for a small-sized network and the
Geant-2 network topology, show that the proposed
EA-RWA algorithms perform significantly better in terms
of energy consumption (and corresponding operational
expenditure costs) than typical RWA algorithms, indicat-
ing that a significant decrease in the total energy consump-
tion can be achieved at the optical layer. Also, we showed
the applicability of some of the algorithms considered
for networks of large size. Our proposed EA-RWA algo-
rithms for energy optimization at the optical layer can
be combined with algorithms presented by other research-
ers for minimizing the energy consumed at other network
layers, so that total network energy minimization can be
achieved. Moreover, using these algorithms for efficient
energy network design, we also achieve network capital

Fig. 9. (Color online) Total power consumption for Geant-2
network.

Fig. 10. (Color online) Total power consumption per component for
500 requested connections.

Fig. 11. (Color online) Comparison of the EA-RWA andNode-Link-
Switch-OFF algorithms.
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expenditure cost reduction, since these algorithms lead to
the usage of fewer network devices.
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